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## Proximate parameter tuning for biochemical networks with uncertain kinetic parameters

Stephen J. Wilkinson, Neil Benson and Douglas B. Kell
Parameter estimation is a hard, important and usually underdetermined problem. We introduce the constraint that the estimated parameters should be as close as possible to stated values in a way that is both deterministic and very effective.


Please check this proof carefully. Our staff will not read it in detail after you have returned it.
Translation errors between word-processor files and typesetting systems can occur so the whole proof needs to be read. Please pay particular attention to: tabulated material; equations; numerical data; figures and graphics; and references. If you have not already indicated the corresponding author(s) please mark their name(s) with an asterisk. Please e-mail a list of corrections or the PDF with electronic notes attached - do not change the text within the PDF file or send a revised manuscript.

Please bear in mind that minor layout improvements, e.g. in line breaking, table widths and graphic placement, are routinely applied to the final version.

We will publish articles on the web as soon as possible after receiving your corrections; no late corrections will be made.

Please return your final corrections, where possible within $\mathbf{4 8}$ hours of receipt, by e-mail to: proofs@rsc.org

Electronic (PDF) reprints will be provided free of charge to the corresponding author. Enquiries about purchasing paper reprints should be addressed via: http://www.rsc.org/Publishing/ReSourCe/PaperReprints/. Costs for reprints are below:

| Reprint costs |  |  |
| :--- | ---: | ---: |
| No of pages | Cost for 50 copies | Cost for each additional 50 copies |
| $2-4$ | $£ 180$ | $£ 115$ |
| $5-8$ | $£ 300$ | $£ 230$ |
| $9-20$ | $£ 600$ | $£ 480$ |
| $21-40$ | $£ 1100$ | $£ 870$ |
| $>40$ | $£ 1700$ | $£ 1455$ |
| Cost for including cover of journal issue: |  |  |
| $£ 50$ per 50 copies |  |  |

# ${ }^{1}$ Proximate parameter tuning for biochemical networks with uncertain ,2 kinetic parameters $\dagger$ 

5 Stephen J. Wilkinson, ${ }^{a b}$ Neil Benson ${ }^{c}$ and Douglas B. Kell*ab<br>Received 18th May 2007, Accepted 26th July 2007<br>First published as an Advance Article on the web<br>DOI: 10.1039/b707506e

It is commonly the case in biochemical modelling that we have knowledge of the qualitative 'structure' of a model and some measurements of the time series of the variables of interest (concentrations and fluxes), but little or no knowledge of the model's parameters. This is, then, a system identification problem, that is commonly addressed by running a model with estimated parameters and assessing how far the model's behaviour is from the 'target' behaviour of the variables, and adjusting parameters iteratively until a good fit is achieved. The issue is that most of these problems are grossly underdetermined, such that many combinations of parameters can be used to fit a given set of variables. We introduce the constraint that the estimated parameters should be within given bounds and as close as possible to stated nominal values. This deterministic 'proximate parameter tuning' algorithm turns out to be exceptionally effective, and we illustrate its utility for models of p38 signalling, of yeast glycolysis and for a benchmark dataset describing the thermal isomerisation of $\alpha$-pinene.

25 Introduction
Various types of computational modelling are being used both to understand biochemical systems and to make sense of existing (often omics) data, especially as part of iterative experimental design programmes aimed at the serial generation of new data and hypotheses. ${ }^{1-9}$

We consider initially the problem of tuning a detailed kinetic model of a signalling pathway whose stoichiometric structure is known but in which most of the parameter values have not been experimentally determined and are therefore highly uncertain. We assume that very limited time course data of a few (perhaps only one) participatory species are available. We would like to 'fit' our model to the available data. In this context, traditional parameter estimation techniques ${ }^{10-12}$ are of limited utility ${ }^{13}$ given the large number of undetermined model parameters and the relatively few measured variables. Put another way, the models are typically grossly underdetermined and many combinations of parameters can fit the measured variables.

The above problem is a very common one for biochemical and other models, and a common remedy is to use a greatly reduced model in which the number of unknown parameters does not swamp the number of measured variables. ${ }^{14-17}$ This approach can provide valuable insights but model reduction

[^0]techniques often make big structural simplifications to the original kinetic scheme, thereby discarding the considerable biological knowledge that went into building them in the first place. In this paper, therefore, we adopt an alternative approach in which we retain the detailed kinetic structure of the model. We navigate the uncertain parameter space using local sensitivity information in order to match the model with measured output features. In such an under-defined system there may well be many distinct parameter combinations that fit the measured data but we seek those that are closest to the nominal parameter values rather than those at the extremes of the parameter space. This turns out to be an extremely effective method.

One can separate the information required to construct a detailed 'forward' kinetic model of a signalling network into two types: structural data and kinetic data. Structural data describe the nodes and links of the signalling network, i.e. the species, reactions and the stoichiometric quantities of each species consumed and produced by each reaction together with effector interactions. Kinetic data consist of the functional form of the rate equation for each reaction and the values of the associated kinetic parameters. For many well-studied signalling networks the structural data are known with a comparatively high level of confidence but the kinetic parameters are known with far less certainty. The proximate tuning method presented in this paper can use very limited output data to find reasonable values for the model parameters.

In the next sections we develop the mathematical framework before presenting some results.

## Background

A typical model of a biochemical network consists of a set of ordinary differential equations that govern the temporal evolution of the variable species.

$$
\begin{gather*}
\frac{d X}{d t}=f(X, \theta)  \tag{1}\\
X\left(t_{0}\right)=X_{0} \tag{2}
\end{gather*}
$$

Here, $X$ represents the vector of $n$ species concentrations and $\theta$ is the vector of $m$ parameters:

$$
\begin{align*}
& X=\left[\begin{array}{lll}
x_{1} & x_{2} \ldots x_{i} \ldots x_{n}
\end{array}\right]^{T}  \tag{3}\\
& \theta=\left[\begin{array}{lll}
k_{1} & k_{2} \ldots k_{j} \ldots k_{m}
\end{array}\right]^{T} \tag{4}
\end{align*}
$$

In general, the rate of change of species concentration variable $x_{i}$ depends on a non-linear function of the concentration variables and the model parameters.

Parameter uncertainty is taken into account by assigning each parameter value a nominal value $k_{j}^{0}$, a lower bound $k_{j}^{\text {min }}$ and an upper bound $k_{j}^{\text {max }}$

$$
\begin{equation*}
k_{j}^{\min } \leq k_{j}^{0} \leq k_{j}^{\max } \forall j \tag{5}
\end{equation*}
$$

In the absence of experimental measurements, these values can be arrived at using biological prior knowledge. The nominal value corresponds to the most likely value whereas the values that the parameter could take. For such intuitive estimates the bounds are likely to be rather wide, perhaps spanning several orders of magnitude. However, the lower bound for a rate constant is constrained by the known flux through a pathway if metabolic, and cannot be larger than the diffusion-controlled limit, for instance. Measured parameters, on the other hand, will have tighter bounds corresponding to the experimental error. In the unlikely event of a parameter value being known exactly, the upper and lower bounds can be assigned the same value $\pm$ the noise level, without loss of generality.
Suppose also that we have some measured concentration time series that we would like our model to reproduce. We characterize these time profiles by features (peak value, time to peak, area under curve etc.) that we can write as a general function of the concentration profiles and the parameters.

$$
\begin{equation*}
y_{p}=h_{p}(\theta) \forall p \tag{6}
\end{equation*}
$$

Here $y_{p}$ is the value of feature simulated by the model for parameter set $\theta$ represented by the implicit function $h_{p}(\theta)$. This is a sensible strategy since measured data are typically limited and uncertain such as those illustrated in Fig. 1. It might be the case that the emphasis is on getting a model output with a peak value of species A of 0.5 at 60 min . In this case we could use these two features (i.e. peak value and time to peak, as in ref. 18,19 ) to drive the parameter tuning. If on the other hand, a best fit to the raw time series data is sought, we could define a separate feature for each measured value at each time point which the tuning process will seek to match simultaneously. Examples of both approaches are given later.

In this paper we label the features that we are trying to get the model to match as 'target' features. Whilst these will usually be measured values, as previously discussed, it may also be the case that they are simply values that we would


Fig. 1 Typical time series data for a hypothetical species A.
intuitively like the model to emulate (e.g. as in metabolic engineering ${ }^{11,20-26}$ ). Many signalling networks, for example, have quite well known characteristic response times. Here we use 'response time' in an informal sense meaning the time for the signalling species of interest to reach peak activation (e.g. 10 min ). The modeller would then seek to tune the initial model to this target value even though it is not (yet) a measured value.

In general, a model run using the nominal parameter values will give off-target output features since the parameters have been estimated without regard either to their measured values or to those of the output measurements. We would therefore like to adjust these values so that the simulated target output feature values of the model are closer to the measured (target) values. In order to achieve this we propose an iterative scheme in which the local sensitivity of the required model outputs with respect to all the parameters is evaluated at each iteration. This information is then used to predict the smallest step to take in the parameter space in order to minimize the error between the model outputs and their target values. The parameters are then updated to these new predicted best values and the ODE model re-run to determine the actual simulated values of the output features. This iterative loop is then repeated as the algorithm steps through the parameter space until the error between the simulated values and the target values is reduced to a specified tolerance, or stops decreasing, or the maximum number of iterations is reached. We can list the key components of the proximate parameter tuning (PPT) algorithm as follows.

## General PPT algorithm

1. Initialise each parameter to its most likely (nominal) value
2. Run model at current parameter values and compare outputs to target values
3. If convergence achieved or iteration limit reached then terminate.
4. Otherwise, calculate sensitivities of model outputs to each parameter.
5. Use sensitivities to calculate better fitting parameter values that are proximate to current values and within minimum/maximum bounds
6. Update current parameters to new values
7. Go to 2 .

The key steps above are 4 . and 5 . which can be implemented in a number of different ways, as briefly discussed below, to give alternative implementations of the PPT algorithm.

In step 4 we could certainly calculate the first order sensitivities of the desired model output features with respect to each parameter. This gives a local linear approximation of how each varies in the neighbourhood of the current point in the parameter space. However, for highly non-linear systems, we may also wish to capture interactions between parameters via higher order effects. For example, a second order approximation would be superior to the linear (first order) approximation, although this improved accuracy would come at a much greater computational expense. The second order model would require an estimate of the Hessian matrix giving the sensitivity of each parameter sensitivity to changes in that parameter and each of the other parameters in the model.

Another key consideration in step 4 of the PPT algorithm is how to calculate the sensitivities. The most general method is to treat the model equations as a black box and estimate the sensitivities using small perturbations to the model parameters and performing a complete simulation after each perturbation. This has the advantage that it will work for any type of model and any type of output feature. On the other hand, it may be possible to calculate sensitivities analytically or using short-cut methods for certain types of model output without the need to perform repeated numerical simulations.

Once we have estimated or calculated the sensitivities in step 4 we also have considerable flexibility as to how we use them in step 5 to calculate a better set of model parameters. This is the key part of the PPT algorithm and in general we will need to solve some sort of optimisation sub-problem in order to minimize the fitting errors and also stay as close as possible
to the nominal parameter values. In general this will be a constrained, multi-variable optimisation problem.

For the rest of this paper we use a specific implementation of the general scheme described above which we call 'linear programming-based proximate parameter tuning' or LP-PPT. As its name suggests, this implementation involves the solution of a linear programming (LP) sub-problem ${ }^{27}$ to calculate better parameter values (step 5 of the general PPT algorithm described above). Each sub-problem uses first-order sensitivities and therefore assumes that the contributions of each parameter to each output feature are linear and independent. We estimate these sensitivities (step 4) using perturbed simulations of the full model. Despite the assumptions of linearity implicit in the formulation of each LP sub-problem the method performs well in the examples discussed below. This is because of its iterative nature whereby the sensitivity information is repeatedly updated at each iteration. The steps taken in the parameter space generally decrease after a handful of iterations as the algorithm converges on good local solutions.

We now provide an illustration of how the LP-PPT algorithm navigates the uncertain parameter space with the aim of bringing the model into closer agreement with the target feature values. In general the parameter space is large since the upper and lower bounds for each parameter may span several orders of magnitude. We therefore use variables that describe the logarithmic (base 10) deviation of each parameter from its nominal value. Fig. 2 shows how the iterative scheme would adjust a single parameter in order to match a single target output feature. For the initial or nominal parameter value (Iteration 0), the model gives an output feature which is higher than the target value. In order to find the direction in which to adjust the parameter, the gradient is calculated (the start of Iteration 1) and this is used to calculate a new parameter value. Fig. 2 Hyp
target value.

1 The model is then run at this new parameter value and, if convergence to the target value has not occurred, the gradient is calculated at this new parameter value (the start of Iteration 2 ) and this cycle is repeated until convergence on the target 5 value is achieved. This process is very similar to Newton's method for solving non-linear equations except that in our case we evaluate the gradients numerically and, in general, we have multiple targets to meet.

The idea of solving a sequence of linear programming sub- problems (known as successive linear programming) is also well a established technique for tackling large-scale non-linear programming problems arising from engineering applications in power systems planning and refining scheduling. ${ }^{28,29}$ It should also be mentioned that the problem presented in this
5 paper is a specific instance of a much wider class of ill-posed inverse problems which have been extensively studied in applied mathematics. The unique numerical solution of these problems requires regularization i.e. some additional assumptions constraining the decision variables. In this case we penalize the amount that the parameters deviate from the nominal values which biases the estimation towards our prior knowledge. There is a considerable body of work regarding the theoretical properties of different regularization functions and the choice of weightings to use ${ }^{30}$ but detailed discussion of this is beyond the scope of this paper. The technique has been applied in biochemical modelling applications in order to reduce the effect of insensitive parameters during the parameter estimation. ${ }^{31}$

The linear programming (LP) sub-problem solved at each iteration $r$ is:

$$
\begin{align*}
& Z=\bar{\alpha} \bar{k}^{r}+\sum_{j} \alpha_{j}\left(\Delta k_{j}^{+r}+\Delta k_{j}^{-r}\right)+\bar{\beta} \bar{y}^{r}+ \\
& \sum_{p} \beta_{p}\left(\Delta y_{p}^{+r}+\Delta y_{p}^{-r}\right) \tag{7}
\end{align*}
$$

Minimise:

$$
\begin{align*}
& \sum_{j}\left(\left(\Delta k_{j}^{+r}-\Delta k_{j}^{-r}\right)-\left(\Delta k_{j}^{+r-1}-\Delta k_{j}^{-r-1}\right)\right) s_{p, j}^{r-1}= \\
& \gamma \log \left(\frac{y_{p}^{g}}{y_{p}^{r-1}}\right)+\left(\Delta y_{p}^{+r}-\Delta y_{p}^{-r}\right) \forall p \tag{8}
\end{align*}
$$

Subject to:

$$
\begin{gather*}
\bar{k}^{r} \geq\left(\Delta k_{j}^{+r}-\Delta k_{j}^{-r}\right) \forall j  \tag{9}\\
\bar{k}^{r} \geq-\left(\Delta k_{j}^{+r}-\Delta k_{j}^{-r}\right) \forall j  \tag{10}\\
\bar{y}^{r} \geq\left(\Delta y_{p}^{+r}-\Delta y_{p}^{-r}\right) \forall p  \tag{11}\\
\bar{y}^{r} \geq-\left(\Delta y_{p}^{+r}-\Delta y_{p}^{-r}\right) \forall p  \tag{12}\\
\Delta k_{j}^{+r} \leq \log \left(\frac{k_{j}^{\max }}{k_{j}^{0}}\right) \forall j  \tag{13}\\
\Delta k_{j}^{-r} \leq-\log \left(\frac{k_{j}^{\min }}{k_{j}^{0}}\right) \forall j \tag{14}
\end{gather*}
$$

Note that this is a linear programming problem since it has an objective function and constraints that are linear with respect to the decision variables. The logarithmic terms appearing in some of the equations involve only constant values for each problem instance and these therefore evaluate to constant values (right hand sides) for all constraints.

We solve a sequence of sub-problems in which the coefficients and right hand sides are iteratively varied. The decision variables for the rth linear programming sub-problem are:
$\Delta k_{i}^{+^{\prime}}, \Delta k_{i}^{-{ }^{\prime}}$ : the positive and negative components of the logarithm of the fractional deviation of parameter $j$ from its nominal value after iteration $r$. So the value of each parameter $j$ after each iteration $r$ is given by:

$$
\begin{equation*}
k_{j}^{r}=10^{\left(\Delta k_{j}^{+r}-\Delta k_{j}^{-r}\right)} \cdot k_{j}^{0} \forall j \tag{15}
\end{equation*}
$$

Note that we need to include each positive and negative term explicitly and independently in the LP problem statement. This is because they have opposite signs in all constraints but have the same sign in the objective function which seeks to minimize their sum.
$\bar{k}^{r}$ : the maximal absolute logarithmic fractional deviation from the nominal value of all parameters.
$\Delta y_{n}^{+^{\prime}}, \Delta y_{n}^{-\prime}:$ the positive and negative components of the 'predicted' logarithmic fractional error of the fitted value compared to its target value for feature $p$ after iteration $r$. Note that the LP sub-problem solves for these quantities exactly but they are only the predicted actual values. This is because the LP assumes that parameter sensitivities are locally constant and have no higher order or interaction terms. Generally this is not the case and the actual errors between the fitted and target values after iteration $r$ are calculated by a full simulation of the original ODE model at the updated parameter values.
$\bar{y}^{r}$ : the maximal absolute logarithmic fractional error of all fitted feature values compared to their target values.

The parameters in the linear programming sub-problem (as opposed to the ODE parameters which are, of course, variables in the fitting process) are:
$y_{\mathrm{p}}^{\mathrm{g}}$ : the target value of feature $p$
$k_{i}^{0}, k_{i}^{\min }, k_{i}^{\max }$ : the nominal, minimum and maximum values for parameter $j$ respectively.
$s_{\mathrm{p}, \mathrm{j}}^{\mathrm{r}}$ : the scaled sensitivity of the simulated value $\left(y_{p}\right)$ of feature $p$ with respect to parameter $j$ at iteration $r$. This value is calculated numerically by solving the system of ODEs for each parameter with its value perturbed slightly ( $0.1 \%$ ) from the current value.
$\bar{\alpha}$ : the penalty associated with the maximal logarithmic fractional deviation of all parameters from their nominal values.
$\alpha_{j}$ : the penalty associated with the logarithmic fractional deviation of each individual parameter $j$ from its nominal value.
$\bar{\beta}$ : the penalty associated with the maximal logarithmic fractional error of the fitted value compared to its target value for all features.
$\beta_{p}$ : the penalty associated with the logarithmic fractional error of the fitted value compared to its target value for feature $p$.
$\gamma$ : the step length for the feature improvement factor during each iteration $0<\gamma<1$.

In the linear programming formulation summarized above, the objective function (7) is designed to minimize a linear combination of four terms. The first two terms seek to restrict the search to proximate points in the parameter space by applying a penalty to the maximal parameter deviation (first term) and also including a weighted sum penalizing the individual parameter deviations (second term). The third and fourth terms penalize the error between the simulated and target feature values. The third term penalizes the maximal error and the fourth term is a weighted sum of the individual errors which can be to penalize features differentially depending on the certainty of their measurement or their perceived importance.

Note the symmetry with which this representation treats the parameter deviations and the fitting errors. We do not need to include all the terms but we need one or both of the first two terms and one or both of the third and fourth terms. In the examples used in this paper we do not include the second term ( $\alpha_{j}=0 \forall j$ nor the third term ( $\bar{\beta}=0$ ). In any case the objective function defines a trade-off between minimizing the errors and not straying too far from the nominal parameter values and the relative values of the penalty coefficients should reflect this. Usually the former is more important than the latter so we use $\beta_{p}>\bar{\alpha} \forall p$. For the examples presented in this paper we use: $\bar{\alpha}=1, \alpha_{j}=0 \forall j, \beta_{p}=10 \forall p, \bar{\beta}=0$.

The key constraint is eqn (8) which uses local parameter sensitivities to adjust the feature values closer to their targets. This can be seen as a generalization to multiple parameters of the update formula given in Fig. 2 which was for a single parameter. The constraint assumes that each parameter contributes independently and multiplicatively (additively in the logarithmic space) to each output feature. It ensures that the optimizer uses first order sensitivity information in order to adjust the parameters in such a way as to minimize the predicted penalty at the new point in parameter space. For multiple features, the optimizer may not be able to match all the features exactly and therefore seeks the best compromise parameter adjustment. Note that the actual penalty calculated at the new point (by direct simulation of the ODEs) is not likely to be equal to the predicted penalty because of variations in first order sensitivity and interactions between parameters (higher order terms). This is the reason for the iterative approach as exemplified in Fig. 2. For all examples presented
in this paper, the step length improvement factor is unity $(\gamma=$ 1) so we are always taking full steps. For other problems, however, it may be advantageous to employ an adaptive strategy whereby the step length is reduced as the error between the predicted and actual penalties is found to increase. Taking full steps as we do in all the examples in this paper is an aggressive 'un-damped' strategy and may result in the nonconvergence of the PPT algorithm to a final unique point. Although this behaviour is observed in both examples 3 and 4. the limiting oscillations are very small and therefore bracket the final solution within a very tight tolerance (Table 1).

Constraints eqn (9) and eqn (10) ensure that $\bar{k}^{r}$ is greater than or equal to the absolute deviation of any parameter from its nominal value. It is important to note that our choice of maximum deviation as the proximity metric keeps the subproblem as a linear programming problem and therefore simple to solve. There are, however, other choices for the proximity metric which may be considered more appropriate for other applications. These depend on the prior probability distributions of the parameter values and are elaborated on in the discussion.

Constraints eqn (11) and eqn (12) ensure that $\bar{y}^{r}$ is greater than or equal to the absolute logarithmic fractional error of all fitted feature values compared to their target values.

Constraints eqn (13) and eqn (14) are simple bounds on how far each parameter can change without violating its minimum or maximum values.

The properties of the formulation-particularly those relating to the penalties on the parameter deviations-are illustrated graphically in Appendix A.

Another point to note with regard to the mathematical formulation presented above is that this method relies on local sensitivities and therefore has no guarantee of convergence to a global minimum of the objective function (eqn (7)). If however, the parameter space is relatively smooth and convex it will always be possible to obtain good solutions. This is illustrated in the examples below.

## Results

Four examples are presented below. Example 1 is a very simple 'toy' pathway of two reactions and three species that has an


Fig. 3 Network structure and data for illustrative example.
10 analytical solution and that we use to illustrate the proximate tuning methodology. In Example 2 we apply the technique to a model of the p38 MAP kinase signalling pathway for which very little measured data exist and which is therefore highly under-constrained. Conversely, in Example 3 we investigate
15 the performance of the algorithm in a much more constrained application in which we seek to fit most of the steady state concentrations in a well-known glycolysis model. This example also demonstrates the convergence of the method starting from different nominal points in the parameter space. Finally, in Example 4 we apply the algorithm to an extensively studied parameter estimation problem that enables us to compare it to existing approaches. All examples were solved using Sentero, a software tool for the modeling and analysis of biochemical networks that includes the LP-PPT algorithm as one of its 25 analysis modules. Sentero uses Matlab as the simulation engine and a third party solver to solve the linear programming sub-problems.

## Example 1

30 For this illustrative example we consider two irreversible reactions (Reaction 1 and Reaction 2) in series that carry out the conversion of Species 1 to Species 3 via an intermediate Species 2. Fig. 3 shows the data for this example. Species 1 has an initial concentration $=1 \mu \mathrm{M}$ whereas Species 2 and Species
353 have zero initial concentration. The system is closed with no external fluxes and no fixed concentrations. The reactions conform to mass-action kinetics with first order rate constants $k_{1}$ and $k_{2}$. The minimum, maximum and nominal values for these two constants are also shown in Fig. 3.

Suppose we have carried out time course measurements on Species 2 and found the following output feature values:

$$
Y^{p k}: \text { Height of peak value of Species } 2=0.30 \mu \mathrm{M}
$$

$T^{p k}$ : Time of peak value of Species2 $=80 \mathrm{~s}$
When we perform the simulation at the nominal parameter values, however, we find that $Y^{p k}=0.774 \mu \mathrm{M}$ and $T^{p k}=25.7 \mathrm{~s}$ (Fig. 4). The nominal parameter values are therefore incorrect and we use the proximate tuning algorithm to adjust them in


Fig. 4 Simulated concentration profiles for the nominal (i.e. initial estimate) vs. fitted parameter sets in Example 1. The final fit is exact.
order to fit the model to the measured outputs. The progress of the algorithm is shown in Table 2. At the start of each iteration the model simulation is run at the current point in the parameter space and the simulated output values are compared with the measured values. If convergence of the simulated and measured values (within a pre-specified tolerance) has been achieved the algorithm terminates. Otherwise the sensitivities of each output feature with respect to each parameter are evaluated and this information is used to formulate an LP subproblem as described earlier. The optimal solution to the LP sub-problem defines a step in the parameter space to a new (hopefully better) point in the parameter space and the next iteration then begins. It can be seen that the algorithm converges to the measured output values in just 3 iterations.

It is interesting to observe qualitatively the performance of the algorithm for this simple example. At the nominal point (Iteration 0), for example, the sensitivities of $T^{p k}$ with respect to $k_{1}$ and $k_{2}$ are both negative which suggests that either or both could be decreased in order to increase the model $T^{p k}$ value towards the measured $T^{p k}$ value. However, the sensitivities of $Y^{p k}$ with respect to $k_{1}$ and $k_{2}$ are of opposite sign and therefore, in order to decrease $Y^{p k}$ to its measured value, a decrease in $k_{1}$ (positive sensitivity) and an increase in $k_{2}$ (negative sensitivity) could be used. This is in fact what the algorithm chooses to do, thus moving towards the measured value of $Y^{p k}$. However, the net effect on $T^{p k}$ is also in the right direction (i.e. $T^{p k}$ is increased) since the LP sub-problem chooses a larger fractional change in $k_{1}$ than in $k_{2}$. Thus the LP-sub-problem chooses a step that is the best compromise in order to move towards all the measured values while minimizing the maximum distance moved from the nominal point. The effect of the varying sensitivities can be also be observed qualitatively in Table 2. At the nominal point the sensitivities of $Y^{p k}$ with respect to $k_{1}$ and $k_{2}$ are comparatively

Table 2 Progress of the proximate tuning algorithm for Example 1

| 55 | Itn | Objective value |  | Parameter Values |  | Outputs |  | Sensitivities (Dynamic Control Coefficients) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Predicted | Actual | $k_{1}$ | $k_{2}$ | $Y^{p k}$ | $T^{p k}$ | d $Y^{p k} / \mathrm{d} k_{1}$ | $\mathrm{d} Y^{p k} / \mathrm{d} k_{2}$ | $\mathrm{d} T^{p k} / \mathrm{d} k_{1}$ | $\mathrm{d} Y^{p k} / \mathrm{d} k_{2}$ |
|  | 0 | - | 9.0572 | 0.1000 | 0.0100 | 0.774 | 25.7 | 0.173 | -0.173 | -0.646 | -0.354 |
|  | 1 | 2.6403 | 3.9164 | 0.0100 | 0.0270 | 0.206 | 58.8 | 0.659 | -0.659 | -0.406 | -0.594 |
|  | 2 | 0.9871 | 1.1749 | 0.0103 | 0.0158 | 0.293 | 78.5 | 0.569 | -0.569 | -0.470 | -0.530 |
| 59 | 3 | 0.9854 | 0.9864 | 0.0103 | 0.0152 | 0.300 | 80.0 | 0.563 | $-0.563$ | -0.473 | -0.527 |

low $( \pm 0.173)$ and the consequence of this is that the LP subproblem prescribes the largest possible reduction of $k_{1}$ down to its minimum value of $0.01 \mathrm{~s}^{-1}$. However, the magnitude of the $Y^{p k}$ sensitivities increase strongly to $( \pm 0.659)$ at the next point (Iteration 1). This is indicated by the fact that the algorithm overestimates that required step and the value of $Y^{p k}$ at the new point $(0.206 \mu \mathrm{M})$ is less than its measured value $(0.300 \mu \mathrm{M})$. During the next step (Iteration 2) the algorithm corrects this by slightly increasing the value of $k_{1}$ from its minimum value.

The progress of the algorithm through this 2-dimensional parameter space is conveniently represented in graphical form in Fig. 5. Note that the final two points (Iterations 2 and 3) are difficult to distinguish since they are in close proximity.

Another fact that is evident from Table 2 is that the $Y^{p k}$ sensitivities are always equal and opposite. This is a demonstration of the summation theorems for dynamic metabolic control analysis. ${ }^{18}$ These state that all the $Y^{p k}$ sensitivities must sum to zero and the all $T^{p k}$ sensitivities must sum to minus one (as can also be verified from Table 2).

Finally, it should also be noted that Example 1 is completely defined in terms of parameter estimation in that there is a single unique point in the parameter space that gives the measured outputs for this case. An analytical treatment of this example is given in Appendix B. For real networks, however, there are likely to be far more uncertain parameters than measured outputs, leading to a grossly under-defined problem for traditional parameter estimation methods that treat each point in the parameter space as equally probable. In general there will be infinite points in the parameter space that fit the model to the measured outputs. The use of the nominal point by the proximate tuning algorithm is the key feature that enables an under-defined problem to be converted into one that is much better defined-perhaps with a unique solutionsince not all the points fitting the measured values are likely to be equidistant from the nominal point.


Fig. 5 Graphical illustration of proximate tuning algorithm for Example 1.

## Example 2

In this case study we apply the proximate tuning algorithm to a model of the p38 MAP kinase signalling pathway. The p38 MAP kinases regulate the expression of inflammatory cytokines and are therefore a target for treating chronic inflammatory diseases. Some sixteen p38 inhibitors are in development ${ }^{32}$ for the treatment of rheumatoid arthritis, inflammation, Crohn's disease, chronic obstructive pulmonary disease and psoriasis. The model has 89 reactions and 59 species and mass-action kinetics are assumed. The network stoichiometry is shown in Fig. 6. The full set of ordinary differential equations and the SBML ${ }^{33}$ file for this model are given in the ESI. $\dagger$

None of the 89 rate constant values has been published in the literature so we decided to group the reactions into families and use order of magnitude estimates for their nominal, minimum and maximum values as listed in Table 3. One assertion we make is that the on rates of aqueous reactions at room temperature proceed at approximately $10^{7} \mathrm{M}^{-1} \mathrm{~s}^{-1}$. This is derived from estimates that the limiting rate of such reactions is of the order of $7.10^{9} \mathrm{M}^{-1} \mathrm{~s}^{-1} .{ }^{34}$ Observed rates are often two orders of magnitude less than this limiting value and it has been argued that this is due to the productive contact surface on a typical protein being only ca. $1 \%,{ }^{35}$ although unfavourable electrostatic forces may also contribute. ${ }^{36}$ In addition, due to natural selection pressures, biomolecule-partner interactions tend not to be less than $\mathrm{nM},{ }^{37}$ leading in turn to typical estimates of off rates of the order of not greater than $1 \mathrm{~s}^{-1}$. e.g. dissociation rates for enzyme-substrate reactions tend to vary between $10^{-4}-1 \mathrm{~s}^{-1} .^{38}$
In Table 3 we also compare our values with those from a well known model of the closely related ERK MAP kinase pathway. ${ }^{39}$ It can be seen that the values are in broad agreement except for protein dissociation rates which we choose to be equal to the association rates. There is therefore no forward bias along the pathway at our nominal point and we were interested in how the PPT algorithm would adjust these parameters in order to fit the model to the data.

We also assume that all species are initially present in their uncomplexed and inactive form at a concentration $=1 \mu \mathrm{M}$ (see Appendix D). It should be noted that these initial concentrations are also parameters in the ODE model and could be fitted to the data in exactly the same way as the rate constants. In this study, however, none of these initial concentrations is allowed to vary in the fitting process.

In addition to the complete lack of kinetic data, there has been very little published dynamic measurements of p38 $\alpha$ phosphorylation. We can, however, use what little output data are available to tune the model. Unpublished studies suggest that around half of the total p38 $\alpha$ MAP Kinase is doublyphosphorylated to $\mathrm{p} 38 \alpha \mathrm{PP}$ after stimulation. So we assume $Y^{p k}(\mathrm{p} 38 \alpha \mathrm{PP})=0.5$. Other experiments on MAPKAP2-a substrate of $\mathrm{p} 38 \alpha \mathrm{PP}$-suggest that the peak value of phosphorylated MAPKAP2 occurs 30 min after stimulation. MAPKAP2 is not considered in our model, but using it as a surrogate for $\mathrm{p} 38 \alpha \mathrm{PP}$ we shall assume $T^{p k}(\mathrm{p} 38 \alpha \mathrm{PP})=1800 \mathrm{~s}$.

As illustrated in Table 4, the proximate tuning algorithm gave convergence to these measured values in just 6 iterations occupying around 10 min of CPU time on an Intel Pentium 4.


Fig. 6 p38 MAP kinase signalling network.

35 Table 3 Parameter nominal values and ranges for each reaction type in example 2 compared with those from the Schoeberl ERK MAP kinase model


50 The fitted p38aPP profile is shown in Fig. 7. Note that the maximal fractional change in any parameter required to tune the model was only 2.34 (up or down) - i.e. the optimal value of $\bar{k}=\log _{10}(2.34)=0.369$. Thus a perhaps surprisingly small change is required to increase the simulated value of $Y^{p k}$ by some 23 orders of magnitude. However, it should be remembered that there are 89 parameters that can vary up or down by this amount. If, for example, $Y^{p k}$ had a sensitivity of $\pm 1$ to each parameter, and we choose to increase those
negative sensitivity by the same factor, then the predicted value of $Y^{p k}$ would be increased by a factor of $(2.34)^{89}=7 \times 10^{32}$.

The fitted ODEs for this model are given in Appendix D. It can be seen that these equations, unlike the original ODEs, have a forward bias leading to much stronger activation of p38. The activating reactions such as kinases associating to their substrate proteins and phosphorylating them are increased-usually by a factor of 2.34 . Conversely, the deactivating reactions such as phosphatase association/catalysis are decreased by the same amount.

Table 4 Progress of the proximate tuning algorithm for Example 2

| Itn. | Max Fractional Parameter Change | $Y^{p k} / \mu \mathrm{M}$ | $T^{p k /} / \mathrm{s}$ |
| :--- | :--- | :--- | :--- |
| 0 | 1 | $6.78 \mathrm{e}^{-24}$ | $2.40 \mathrm{e}^{+02}$ |
| 1 | 2.08 | $7.40 \mathrm{e}^{-04}$ | $3.60 \mathrm{e}^{+03}$ |
| 2 | 2.14 | $5.14 \mathrm{e}^{-02}$ | $2.5 \mathrm{le}^{+03}$ |
| 3 | 2.24 | $2.65 \mathrm{e}^{-01}$ | $2.04 \mathrm{e}^{+03}$ |
| 4 | 2.31 | $4.2 \mathrm{e}^{-01}$ | $1.8 \mathrm{e}^{+03}$ |
| 5 | 2.34 | $4.89 \mathrm{e}^{-01}$ | $1.84 \mathrm{e}^{+03}$ |
| 6 | 2.34 | $5.00 \mathrm{e}^{-01}$ | $1.81 \mathrm{e}^{+03}$ |



Fig. 7 Fitted profile with $Y^{p k}=0.5$ and $T^{p k}=30 \mathrm{~min}$.

Table 5 Changes in sign and magnitude of sensitivities during proximate tuning for Example 2

| Feature | Sensitivities <br> changing <br> sign | Average Absolute Sensitivity |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Itn. 0 | Itn. 1 | Itn. 2 | Itn. 3 | Itn. 4 | Itn. 5 | Itn. 6 |
| $Y^{p k}$ | 7 | 0.966 | 0.715 | 0.523 | 0.265 | 0.140 | 0.104 | 0.099 |
| $T^{p k}$ | 50 | 0.055 | 0.033 | 0.041 | 0.057 | 0.054 | 0.057 | 0.062 |

It is also instructive to look at how the sensitivities vary during each step of the proximate tuning algorithm (Table 5 and Fig. 8, 9). The average absolute $Y^{p k}$ sensitivity decreases monotonically as the iterations proceed from an initial value of 0.966 down to a final value of 0.099 . In addition, only 7 out of 90 parameter sensitivities change in sign during the course of the iterations-i.e. have plots that cross the abscissa in Fig. 8. Even these 7 parameters do not undergo large changes in sign but rather stay within $4 \times 10^{-4}$ of the abscissa once they have crossed it (Fig. 8 inset). This suggests that the $Y^{p k}$ output


Fig. 8 Variation of $Y^{p k}$ sensitivities during proximate tuning for Example 2.


Fig. 9 Variation of $T^{p k}$ sensitivities during proximate tuning for Example 2.
feature space is fairly well behaved, smooth, and convex in most directions. In addition, the decreasing trend in most of the sensitivities means that we are unlikely to take overly large steps. We can therefore be confident that the proximate tuning algorithm takes us to the most proximate point that matches our measured $Y^{p k}$ value.

Unfortunately the same is not true for the $T^{p k}$ output feature space. There is no decreasing trend in the sensitivities (Fig. 9) and 50 out of the 90 parameter sensitivities undergo a change of sign. Unlike the $Y^{p k}$ sensitivities, many of these sensitivity sign changes are significant-i.e. the sensitivities have sizeable negative and positive values during the search. (This is plausibly due to the different summation theorems for the peak value and peak time, see above).

## Example 3

We have applied the LP implementation of the PPT algorithm to the glucose-derepressed glycolysis model initially described by Teusink and colleagues. ${ }^{40}$ This is a detailed ODE model comprising 25 metabolites and 19 reactions. Many of these reactions are regulated by multiple metabolites and have quite complex rate equations. Most of these equations are modified Michaelis-Menten in form and are therefore pre-multiplied by a $V_{\max }$ parameter that specifies the maximal rate of the corresponding reaction. The kinetic constants appearing in these rate equations have been measured in vitro separately for each step in the pathway but there is still a discrepancy between the model predictions and metabolite concentrations observed in vivo.

Pritchard and Kell ${ }^{41}$ subsequently investigated one likely cause of this discrepancy, namely, variations of the expression levels of intra-cellular enzymes as quantified by the $V_{\max }$ parameters. They used evolutionary programming to fit the model to the in vivo data by adjusting $V_{\max }$ for 14 of the 20 reactions. As we noted with the p38 example above, they found that only minor adjustments in these parameters are needed to remove the aforementioned discrepancy almost completely and achieve a very close fit to the metabolite concentrations measured in vivo. They also explored a large parameter space in which each of the $14 V_{\max }$ parameters was independently set to a value between one half of or twice its best-fit value in all combinations. Their analysis showed that only $50 \%$ of these combinations reached a steady state. The steady-state solutions could be assigned to one of 3 regimes depending on their patterns of flux control.

This parameter space, together with the requirement to fit 12 steady-state variables represents a challenging landscape and we decided to use it to test the PPT algorithm. We were interested in whether the algorithm could start at randomly 5 selected points within the parameter space and navigate to the best fit point that matches the target metabolite concentrations. We randomly sampled 20 points from within the same parameter space as considered by Pritchard and Kell. ${ }^{41}$ Note that they were exploring the vertices of the parameter space hypercube whereas we sampled uniformly from its interior.
We found that 12 out of the $20(60 \%)$ sampled nominal points achieved a steady state, which is in broad agreement with the figure of $50 \%$ reported by Pritchard and Kell although they were sampling from the edge of the parameter space rather then uniformly from its interior as in this work. The LPPPT algorithm achieved a reasonable fit for 11 out of the 20 sampled nominal points. The failure of the remaining 9 samples was due to unsteady solutions encountered during the course of each fitting run since the PPT algorithm explores a new intermediate point at each iteration. This is illustrated in Fig. 10. For all the 9 fitting runs that fail, at least a third of their iterations are unsteady, even though 4 of these are initially steady (i.e. at Iteration 0 ). Equally, of the 11 runs that give acceptable fitting, 3 were not initially steady but still succeeded due to subsequent steady iterations. Thus the PPT algorithm demonstrates a degree of robustness in the presence of unsteady (and therefore for this model unattainable) solutions.
Table 6 shows the parameter values and steady state concentrations for the 11 runs that gave good performance (objective function decreased by at least $90 \%$ ). The objective function represents the degree to which the simulated steady state concentrations differ from the target values. The samples are ordered from left to right in order of descending objective function decrease. It should be noted that the number of iterations for each run was limited to 10 and that the lowest objective function is not necessarily the last one since in some cases the objective function increased, indicating a worse fit than the previous iteration. This is due to the linearity assumptions implicit in the optimisation sub-problem combined with the fact that we used a fully 'optimistic' step length $(\gamma=1)$.This 'un-damped' variant of the algorithm is prone to give oscillatory behaviour in this challenging landscape. More sophisticated methods such as those with adaptive step lengths


50
would most likely achieve smoother convergence but in this case we decided simply to let the algorithm run its course for a fixed number of iterations and report the iteration with the closest fit for each run in Table 6.

It can be seen from the rightmost column that the error between the mean fitted concentrations and the actual concentrations is less than $4 \%$ for all species except G6P, F6P and F16bP for which the error is $20 \%$. However, it can be noticed from the third to right column that the standard deviations of these three concentrations are also much larger than the others at around $30 \%$ of the mean value which indicates that fitting errors are not in this sense statistically significant. The higher scatter for these concentrations indicates that they interact with the parameters in a strongly non-linear manner-i.e. their sensitivity to the parameters has significant higher order terms. A similar argument can be applied to the scatter in the fitted $V_{\text {max }}$ values. Even for those parameters that seem to be poorly estimated (e.g. $V_{\max }(\mathrm{HK})$ ), the fitting error of their mean value lies well within the scatter in the values across all the runs.

We use this example to compare the PPT algorithm with 5 other established algorithms for parameter estimation that are available in COPASI. ${ }^{42}$ The results are given in Table 7 which gives the sum of squared residuals with mean square weighting. The last row gives the average number of function evaluations used for each method. This corresponds to the number of times the original set of ODEs is integrated. We group the algorithms into gradient based methods versus sampling methods. Levenberg-Marquardt, steepest descent and PPT itself fall into the category of gradient based methods in that they all generate a single deterministic trajectory in the search space with each new step depending on the gradient information at the current point on the trajectory. Hooke \& Jeeves, genetic algorithms and evolutionary programming use sampled function evaluations to generate improved solutions rather than relying on gradient calculations.

It can be seen from Table 7 that PPT was the best performing algorithm of all the methods in 8 of the runs, surpassed only by the genetic algorithm which gave the best solution for 10 runs. Hooke \& Jeeves was the only other algorithm to dominate the others-but only for 2 of the runs. Out of the 3 gradient based methods, PPT proved to be easily the best performer, beating the other two methods in 14 runs, with steepest descent and Levenberg-Marquardt winning for 4 and 2 of the runs respectively. Given the somewhat pathological nature of this model (i.e. the absence of a steady state for around half of the parameter combinations) one would expect the sampling based methods to be more robust than those using gradients. It is therefore encouraging that the proximate tuning algorithm is the only gradient based method that is competitive with the sampling based methods.

## Example 4

The previous examples have demonstrated that the proximate parameter tuning algorithm can be an effective method for adjusting parameters in order to fit a model to limited target output features. In this example we change tack somewhat in order to compare the algorithm with others that represent the

| Sample \# | 17 | 8 | 18 | 16 | 4 | 14 | 1 | 12 | 11 | 7 | 2 | Mean | Std/Mean (\%) | Base Values | Fitting <br> Error (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| \% Obj. Improvement | 99.4 | 98.8 | 97.5 | 96.6 | 94.7 | 93.2 | 93.2 | 93.1 | 93.1 | 91.8 | 91.0 | 94.8 | 2.9 | - | - |
| Initial Obj. | 64.7 | 71.8 | 37.2 | 31.9 | 18.2 | 55.4 | 70.8 | 31.7 | 108.8 | 37.9 | 131.8 | 60.0 | 55.5 | - | - |
| Fitted Obj. | 0.4 | 0.87 | 0.94 | 1.09 | 0.96 | 3.74 | 4.83 | 2.18 | 7.54 | 3.1 | 11.91 | 3.415 | 99.1 | - | - |
| Max Frac. Change | 1.997 | 1.559 | 1.571 | 1.685 | 1.792 | 1.743 | 1.675 | 1.808 | 1.923 | 1.638 | 1.895 | 1.753 | 7.8 | - | - |
| $V_{\max }(\mathrm{HXT})$ | 114.2 | 102.8 | 108.8 | 101.3 | 105.1 | 103.7 | 102.6 | 101.6 | 102.0 | 101.6 | 103.5 | 104.3 | 3.6 | 103.3 | -0.99 |
| $V_{\max }(\mathrm{HK})$ | 202.5 | 431.8 | 243.8 | 670.5 | 311.9 | 275.4 | 608.0 | 807.1 | 807.1 | 806.0 | 740.8 | 536.8 | 43.9 | 403.5 | -33.02 |
| $V_{\max }($ PGI) | 1929 | 1898 | 1909 | 1933 | 1919 | 1897 | 1709 | 1881 | 1839 | 1917 | 1631 | 1860 | 5.1 | 1937.6 | 3.99 |
| $V_{\text {max }}(\mathrm{PFK})$ | 121.6 | 121.5 | 122.2 | 121.5 | 121.7 | 120.2 | 125.1 | 121.3 | 101.9 | 122.1 | 108.4 | 118.8 | 5.6 | 121.7 | 2.32 |
| $V_{\text {max }}$ (ALD) | 101.1 | 101.0 | 100.8 | 101.0 | 100.8 | 98.7 | 97.9 | 100.4 | 102.4 | 100.4 | 96.2 | 100.1 | 1.7 | 101.2 | 1.11 |
| $V_{\max }$ (PGK) | 801 | 642 | 2278 | 2291 | 1362 | 642 | 1013 | 2568 | 1258 | 1769 | 1003 | 1421 | 47.0 | 1283.8 | -10.66\% |
| $V_{\max }(\mathrm{PGM})$ | 2466 | 2434 | 2419 | 2423 | 2430 | 2430 | 2428 | 2445 | 2529 | 2473 | 2530 | 2455 | 1.6 | 2429.2 | -1.07 |
| $V_{\max }$ (ENO) | 333.1 | 227.1 | 254.0 | 240.4 | 320.9 | 214.4 | 206.3 | 211.4 | 242.7 | 211.0 | 218.6 | 243.6 | 17.2 | 220.6 | -10.43 |
| $V_{\max }(\mathrm{PYK})$ | 476.1 | 790.1 | 624.9 | 700.5 | 482.2 | 985.1 | 1572.8 | 1267.6 | 660.4 | 1055.0 | 1195.6 | 891.8 | 37.7 | 952.3 | 6.35 |
| $V_{\max }(\mathrm{PDC})$ | 875.3 | 870.2 | 871.1 | 869.9 | 874.3 | 877.6 | 888.3 | 875.5 | 894.3 | 883.9 | 908.8 | 880.8 | 1.3 | 874.3 | -0.75 |
| $V_{\max }(\mathrm{ADH})$ | 50.2 | 50.3 | 50.2 | 50.2 | 50.0 | 50.3 | 51.2 | 50.5 | 51.5 | 50.6 | 52.1 | 50.6 | 1.2 | 50.1 | -1.02 |
| $V_{\max }(\mathrm{G} 3 \mathrm{PDH})$ | 47.2 | 47.2 | 47.2 | 47.2 | 47.0 | 46.8 | 46.6 | 47.3 | 47.2 | 47.2 | 46.9 | 47.1 | 0.5 | 47.4 | 0.62 |
| $V_{\max }$ (GAPDHr) | 7449 | 5665 | 3298 | 3298 | 3298 | 3424 | 12429 | 4690 | 11180 | 7325 | 3298 | 5941 | 53.1 | 6596.2 | 9.93 |
| $V_{\text {max }}$ (GAPDHf) | 3973 | 3562 | 2393 | 2336 | 2541 | 2794 | 4740 | 2666 | 4653 | 3297 | 2302 | 3205 | 27.1 | 3419.5 | 6.27 |
| $\left[\right.$ ATP] ${ }_{\text {ss }}$ | 2.534 | 2.529 | 2.532 | 2.521 | 2.531 | 2.450 | 2.567 | 2.550 | 2.578 | 2.544 | 2.606 | 2.540 | 1.5 | 2.536 | -0.18 |
| [G6P] ss | 2.346 | 2.358 | 2.370 | 2.353 | 2.365 | 2.076 | 2.634 | 2.520 | 4.472 | 2.484 | 4.462 | 2.767 | 29.3 | 2.346 | -17.94 |
| [ADP] $]_{\text {ss }}$ | 1.276 | 1.279 | 1.278 | 1.284 | 1.278 | 1.327 | 1.257 | 1.267 | 1.249 | 1.271 | 1.232 | 1.273 | 1.8 | 1.276 | 0.23 |
| [F6P] ${ }_{\text {ss }}$ | 0.596 | 0.598 | 0.601 | 0.598 | 0.600 | 0.526 | 0.659 | 0.638 | 1.143 | 0.631 | 1.120 | 0.701 | 29.3 | 0.596 | -17.56 |
| $\left[_{\text {[16bP }}{ }_{\text {ss }}\right.$ | 5.377 | 5.478 | 5.692 | 5.592 | 5.602 | 4.892 | 8.242 | 6.132 | 5.432 | 6.302 | 12.029 | 6.434 | 30.4 | 5.358 | $-20.07$ |
| [AMP] ${ }_{\text {ss }}$ | 0.289 | 0.291 | 0.290 | 0.294 | 0.291 | 0.323 | 0.277 | 0.283 | 0.272 | 0.286 | 0.262 | 0.287 | 5.1 | 0.289 | 0.54 |
| [DHAP] ${ }_{\text {s }}$ | 0.790 | 0.801 | 0.808 | 0.816 | 0.806 | 0.750 | 0.860 | 0.815 | 0.808 | 0.837 | 0.899 | 0.817 | 4.5 | 0.788 | -3.65 |
| [GAP \#0] ${ }_{\text {ss }}$ | 0.036 | 0.036 | 0.036 | 0.037 | 0.036 | 0.034 | 0.039 | 0.037 | 0.036 | 0.038 | 0.041 | 0.037 | 4.5 | 0.035 | -3.66 |
| [NAD] ${ }_{\text {ss }}$ | 1.161 | 1.166 | 1.168 | 1.172 | 1.160 | 1.168 | 1.180 | 1.171 | 1.176 | 1.178 | 1.197 | 1.172 | 0.9 | 1.161 | -0.99 |
| [ NADH$]_{\mathrm{ss}}$ | 0.429 | 0.424 | 0.422 | 0.418 | 0.430 | 0.422 | 0.410 | 0.419 | 0.414 | 0.412 | 0.393 | 0.418 | 2.4 | 0.429 | 2.67 |
| [P3G]ss | 0.886 | 0.908 | 0.885 | 0.874 | 0.902 | 0.835 | 0.924 | 0.895 | 0.951 | 0.957 | 0.885 | 0.900 | 3.7 | 0.882 | -2.10\% |
| [P2G]ss | 0.124 | 0.127 | 0.123 | 0.122 | 0.126 | 0.117 | 0.129 | 0.125 | 0.134 | 0.135 | 0.124 | 0.126 | 4.0 | 0.123 | -2.57 |
| $[\mathrm{PYR}]_{\text {ss }}$ | 1.857 | 1.862 | 1.863 | 1.862 | 1.857 | 1.820 | 1.852 | 1.863 | 1.846 | 1.851 | 1.841 | 1.852 | 0.7 | 1.859 | 0.36 |

Ave. function
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current state-of-the-art in parameter estimation. We apply the algorithm to estimate the kinetic parameters for the thermal isomerisation of $\alpha$-pinene for which detailed time course measurements been made available by Fuguitt \& Hawkins. ${ }^{43}$ The fact that this 60 -year-old example is still one of the most data-rich examples cited in the field of biochemical parameter estimation is indicative of the paucity of time series data being generated to fuel systems biology research and hence the need for approaches - such as that presented here-that can work with very little data.

The reactions with the five rate constants ( $p_{1}$ to $p_{5}$ ) to be estimated are given in Fig. 11 along with the measured concentrations of the 5 species ( $y_{1}$ to $y_{5}$ ). This challenging benchmark parameter estimation problem has been studied extensively (e.g. ref. 44,45 ) and most recently by RodriguezFernandez et $a l^{46}$ who used a novel scatter search methodology to detect the globally optimal solution reliably in a fraction of the computational time required by previous methods. The objective function that is minimized is the unweighted sum of the squared residual errors for between the measured and simulated concentrations for each of the 5 species at each of the 8 time points:

$$
\begin{equation*}
J^{S S R}(p)=\sum_{j=1}^{5} \sum_{i=1}^{8}\left(y_{j}\left(p, t_{i}\right)-\tilde{y}_{j i}\right)^{2} \tag{16}
\end{equation*}
$$

Rodriguez-Fernandez and colleagues ${ }^{46}$ report the global minimum to be $J=19.87$ which occurs at: $p_{1}=5.926 \mathrm{e}^{-5}$,


| $\mathrm{Y}_{5}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Time (s) | $y_{1}$ | $\mathrm{y}_{2}$ | $\mathrm{y}_{3}$ | $y_{4}$ | $\mathrm{y}_{5}$ |
|  | $\alpha-$ pinene | dipentene | alloocimen | $\alpha \& \beta-$ pyronene | dimer |
| 0 | 100 | 0 | 0 | 0 | 0 |
| 1230 | 88.35 | 7.3 | 2.3 | 0.4 | 1.75 |
| 3060 | 76.4 | 15.6 | 4.5 | 0.7 | 2.8 |
| 4920 | 65.1 | 23.1 | 5.3 | 1.1 | 5.8 |
| 7800 | 50.4 | 32.9 | 6 | 1.5 | 9.3 |
| 10680 | 37.5 | 42.7 | 6 | 1.9 | 12 |
| 15030 | 25.9 | 49.1 | 5.9 | 2.2 | 17 |
| 22620 | 14 | 57.4 | 5.1 | 2.6 | 21 |
| 36420 | 4.5 | 63.1 | 3.8 | 2.9 | 25.7 |

Fig. 11 Reaction scheme for the thermal isomerisation of $\alpha$-pinene and measured time series data.
$p_{2}=2.963 \mathrm{e}^{-5}, p_{3}=2.047^{\mathrm{e}-5}, p_{4}=2.745 \mathrm{e}^{-4}, p_{5}=3.998 \mathrm{e}^{-5}$. Under the assumption that the residuals are normally distributed with the same variance, the minimum sum of squared residuals represents the maximum likelihood estimator. On the other hand, the proximate tuning algorithm treats each measured data point $\tilde{y}_{j i}$ as a separate feature and, if all terms except the first in the objective function eqn (7) are neglected, seeks to minimize a radically different objective, viz:

$$
\begin{equation*}
J^{P P T}(p)=\sum_{j=1}^{5} \sum_{i=1}^{8}\left|\log \left(y_{j}\left(p, t_{i}\right)\right)-\log \left(\tilde{y}_{j i}\right)\right| \tag{17}
\end{equation*}
$$

What is the relationship between the PPT objective and the standard sum of squares residuals (SSR) objective? In order to answer this question we ran the PPT algorithm using the global minimum SSR solution as the nominal point with all minimum parameter values $=10^{-8}$ and all maximum parameter values $=0.5$. We found that the global minimum SSR solution is not the minimiser of the PPT objective since the PPT algorithm adjusts the parameter values and smoothly moves to a nearby location in the parameter space where it oscillates between two new points which are superior with respect to the PPT objective but are obviously not the SSR objective. The progress of the algorithm in moving away from the SSR best fit solution and the limiting oscillations are shown in Table 1 and Fig. 12 (Run 1). Thus, as expected, the PPT and SSR objectives have different local minima (for this example the SSR local minimum is also thought to be the global SSR minimum.). It can be seen in Table 1 that the PPT algorithm does make significant adjustments for some parameters (e.g. $88 \%$ for parameter $p_{3}$ ) in order to minimize the PPT objective. The PPT and SSR solutions are, nevertheless,


Fig. 12 Least squares fitting performance of the PPT algorithm for 4 runs using different nominal points, feature types and penalty weightings.
relatively close ('proximate') when the large size of the parameter space is taken into account ( $\pm 3$ orders of magnitude from the nominal point).

The quality of the fit of the PPT adjusted solution is compared to that of the original best fit SSR solution in Fig. 13. It can be seen that the profiles are in good agreement except for species $y_{4}$ which is plotted with magnified vertical scaling in the inset. For species $y_{4}$, it can be seen that the PPT solution has chosen to fit the earlier time points more closely at the expense of a poor fit to the final two points whereas the SSR solution gives a better overall compromise fit to all the points. This is because, in the SSR objective, the penalty incurred by each error increases as its square, so it will tend to give a good compromise fit with many smaller errors rather then fewer larger errors. This is nearly always a desirable feature for curve fitting. In addition, the unweighted SSR fit penalizes the fractional error in larger value points more heavily than smaller ones.

Conversely, each term in the PPT objective penalizes the fractional error of the fitted versus the target value irrespective of its magnitude meaning that points of smaller magnitude carry equal weight to larger ones. Also, the logarithmic form of each penalty term implies that the penalty incurred by a large error is proportionately less than that for a smaller error which is also in direct contrast to the SSR fitting. A


Fig. 13 Comparison of weighted/unweighted PPT fit to measured points versus SSR best fit.

1 Table 8 Key differences between SSR and PPT objective function resulting in different fitting behaviour

|  | Un-weighted SSR objective | Un-weighted PPT objective |
| :---: | :---: | :---: |
| Different <br> errors | Penalises fractional errors in <br> large target values more <br> heavily than those for <br> small target values | Penalises fractional errors <br> in all target values by <br> the same amount |
| Same | The larger the fractional <br> error, the larger the <br> proportionate penalty. | The larger the fractional <br> error, the smaller the <br> proportionate penalty. |

consequence of this is that minimization of the sum of these logarithmic terms can give a poorer fit, both intuitively and probabilistically. Given these differences (summarized in
15 Table 8), it is perhaps surprising but certainly encouraging that the PPT and SSR fits are in close agreement. The different form of the PPT objective as compared to the SSR objective gives slightly different results but both give a good approximation to the true maximum likelihood solution. It is important to note that even the SSR solution represents an approximation since it use the assumption that the residual errors are normally distributed which implies a non-zero probability of negative concentrations which is obviously impossible.

The first of these differences listed in Table 8 can be reduced by applying variable feature weightings in PPT whereby the fractional errors for larger points are penalized more heavily than those for smaller points. This is shown by Run 2 (Table 9 and Fig. 12) where we use weightings to improve the SSR fit 30 achieved by the PPT algorithm. The weightings we used in this case were simply the target value for each feature ( $\beta_{p}=y_{\mathrm{p}}^{\mathrm{g}}$ ). This is a rather arbitrary choice but it does have the effect of penalizing bigger feature values and improving the SSR score of the PPT (see Fig. 11) fit so we also used it for Run 3.
The second of the differences summarized in Table 8 can perhaps be addressed in some instances by the introduction of a penalty for the maximum fractional error ( $\bar{\beta}>0$ ), although this did not help for this example and so we kept this penalty at zero. One can, however, readily envisage many other situations
40 in which the minimization of the maximum fractional error is a strong driver and this penalty would be helpful in this context.

Next we wanted to test the performance of the PPT algorithm starting from nominal points that were a long way from the SSR best fit values. The results are shown in Fig. 12 45 and Table 9 (Runs 3 and 4).

Run 3 started from the maximum value for all parameters but, rather than fitting to the points as for the other runs, we
were obliged instead to fit to the areas under the profiles. The reason that PPT is unable to fit to the points is that the nominal parameter values are so large (dynamics so rapid) that the system reaches steady state in under 30 s . It can be seen by inspection from the reaction scheme (Fig. 11) that the steady state concentrations of $y_{1}, y_{3}$ and $y_{5}$ are zero for any positive set of parameters. It therefore proves impossible to calculate sensitivities numerically even for the first measured time point (1020 s) since the steady state has long since been reached. The concentrations of $y_{1}, y_{3}$ and $y_{5}$ are all zero at this time and a perturbation in any parameter value has no detectable effect (i.e. their concentrations remain zero). This is all due to a very poor choice of nominal point.

However, the areas under the concentration profiles have finite values and sensitivities could be calculated for all of these species profile areas. We therefore decided to use the total area under each SSR best fit profile as target features for the PPT to try and fit the model to. The results are shown in Table 9 and Fig. 12 (Run 3). Note that we report the progress of this run in terms of the sum-of-squared errors of the points (not the areas) in order to facilitate comparison with the other runs. Although it can be seen that the sum-of-squared errors for the 40 points does not decrease monotonically, the equivalent error for the 5 areas being actually driving the fitting does decrease monotonically and, after 12 iterations, the PPT algorithm matches the areas almost exactly which is the reason why the final PPT objective is small.

However, it can be seen that the actual points are poorly fitted for $y_{4}$ (Fig. 14) as the algorithm converges to an incorrect point in the parameter space with very much larger values of $p_{4}$ and $p_{5}$ than the best fit values (Table 9). It can be seen directly from the reaction scheme (Fig. 11) that these latter two parameters comprise the forward and backward rate constants of the same reversible reaction. The effect of an increase in one on the net flux through this reaction is therefore offset by an increase in the other and they therefore form a correlated subset. This lack of identifiability is thought to result in multiple local minima which is the major reason why this is a challenging problem. Nevertheless, the fact that values of $p_{1}, p_{2}$ and $p_{3}$ close to the best fit values are obtained and the fact that the fit is good for most of the points show that there is merit in this approach. The PPT algorithm is able to reduce the sum-ofsquares error by over 2 orders of magnitude. This example shows the flexibility of the PPT approach presented here whereby different features can be selected to drive the fitting process. It may be the case that certain feature spaces are


Fig. 14 Comparison of best SSR fit with Run 4 fit (starting at maximum parameter values and fitting on areas under best fit profiles rather than measured points).
smoother and more convex than others and these should be selected if appropriate. It would also be worthwhile to investigate transformations from one feature space to another. As an example, we could extend the use of areas as features to use one or more higher order 'moments' of area which might give better convergence than that obtained by considering the points individually.

In Run 4 we used the minimum parameter values as the nominal point and went back to using the points as the target features (as for Runs 1 and 2) since there was no difficulty in calculating sensitivities for these. The algorithm performed impressively, converging to a point very close to that found in Run 2 (which started at the SSR best fit) and with a slightly better SSR objective (Table 9 and Fig. 12). Thus, the PPT algorithm is able to traverse this large parameter space and reduce the SSR objective by over 3 orders of magnitude. It can be seen that the final PPT objective for Run 4 is higher than that for Run 2 even though the SSR objective is lower. This is because, as well as the error penalty, the PPT objective includes a penalty for the maximum logarithmic parameter deviation which, in the case of Run 4, is higher because the final point is much further away from the nominal point. This is also the reason why Run 4 finds ends up at a slightly different point in the parameter space compared to Run 2-i.e. because both are balancing the error penalties with those for the maximal parameter deviation. In this case, this happens to give a slightly lower final SSR objective for Run 4 than for Run 2.

The results from this example demonstrate that the PPT algorithm presented here can be effectively applied to standard parameter estimation problems. It should be remembered that the determination of the SSR best fit for this example is a
challenging benchmark problem and only recently has a global sampling algorithm (SSm) been devised that can efficiently solve it with non-local starting points. PPT, on the other hand, is a deterministic and essentially local search algorithm that still manages to achieve a good fit from some distant starting points. In some cases, such as for Run 3 of this example, some manual intervention may be necessary to define alternative features. This, however, demonstrates a key strength of the PPT approach, namely that any target feature can be defined based on the measured time series data and used to drive the fitting process. In addition, the fact that the PPT algorithm is not computationally expensive means that it can be solved multiple times as part of an algorithm that globally samples the parameter space.

## Discussion

Until this point we have addressed the problem of uncertainty but have deliberately avoided mention of 'probability'-i.e. how that uncertainty should be quantified. We have both parameter uncertainty and measurement uncertainty. In our approach, parameter uncertainty is represented by a minimum and maximum value and also a nominal value which is the most likely value in the absence of any measured values. In a Bayesian sense, these values implicitly suggest a prior probability distribution for each parameter in the same way that a gaussian probability distribution would explicitly achieve. By looking for proximate values that fit the measured data (i.e. values close to the nominal values), the PPT algorithm finds fitted parameter values that are most probable with respect to the prior distributions. In addition, the penalty weightings $\alpha_{j}$ for each parameter $j$ can be used to model the spread of the prior distribution about the nominal point; the higher the value the smaller the implied standard deviation. In the same way, measurement uncertainty can be included by the penalties for each target feature error which reflect the relative confidence bounds for each measured value.

Overall, this ability of the PPT algorithm to make use of $a$ priori knowledge to inform the fitting process is crucial when the measured data are scarce. Future work will aim to integrate the PPT approach into a truly Bayesian framework that produces full posterior distributions for each fitted parameter and will therefore deliver confidence bounds on the final fitted parameter values. It is hoped that PPT could provide a computationally efficient alternative to existing methods for Bayesian parameter estimation, such as Markov Chain Monte Carlo (MCMC), ${ }^{47}$ that have proved to be intractable for some systems with many unknown parameters.

The analysis presented here does not consider the important questions of identifiability and confidence intervals on the fitted parameter values. The emphasis of our work is on tuning a model made up of an ensemble of parameters rather than uniquely estimating each and every parameter value. To illustrate this we can return to Example 2 in which PPT provided an ensemble parameter fit to the very limited output data. The final fitted parameter values should not be viewed in isolation but instead should be viewed as giving the correct overall model behaviour in combination. There are likely to be countless other parameter combinations within the parameter

1 space that give the same fit-possibly some that are closer to the nominal values since PPT does not guarantee finding the global optimum. While more data to discriminate them is anticipated, the PPT solution provides a fit to the existing data.

In this paper we offer no theoretical guarantees of convergence for the PPT algorithm. In fact, as can be seen in examples 3 or 4 , it can exhibit divergent or oscillatory behaviour in which the size of the steps taken in the parameter space do not vanish to zero. This has not been a problem for
10 these examples-we just used a preset number of iterations and choose the minimum objective of all of them as the final solution which was good enough. There may, however, be more pathological systems of ODEs in which LP-PPT fails to find a reasonable solution at all. Ultimately, the convergence of the algorithm depends on the accuracy of the linear approximation that is used by the LP sub-problem to predict that point in the parameter space that will minimize the objective function. An analysis of this error for Example 1 is given in Appendix B. If there are significant higher order terms and/or strong correlations between parameters then the discrepancy between the predicted feature errors and the actual errors at each point in the parameter space may grow to such an extent that LP-PPT fails. In this case we would need to reduce the step length or else switch to QP-PPT (Appendix C) which takes account of second order terms. The error between predicted and actual errors can be monitored as the algorithm proceeds and appropriate action can be taken if it gets too high (switch to QP-PPT, reduce step length etc.)

Despite the potential limitations of LP-PPT caused by its use of a local linearization at each step, this same approximation results in a very efficient algorithm in computational terms since the small linear programming sub-problems can be solved very quickly. The main computational burden in the current implementation occurs in Step 4 in which the sensitivities are estimated numerically therefore requiring at least one simulation per parameter to be estimated. For the results reported in this paper we have made no efforts to make this step more efficient since the longest of our runs took less than 10 min of CPU time. However, there is certainly scope to do significantly improve efficiency if, for example, the algorithm were to be repeatedly solved a part of an intensive sampling strategy. We use two simulations per parameter since we estimate the local sensitivity by perturbing each parameter value upwards and downwards by $0.1 \%$ and take the average; however one perturbation would probably suffice. It may also be possible to take other short-cuts to reduce the calculation time. We found that many of the sensitivities do not vary much from one step to another since the region of feature space is locally quite flat or the only small steps are being made in the direction of some parameters. Under these circumstances, the algorithm could use simple interpolation to approximate the sensitivities in parameter directions that are only weakly varying and only perform full updates using perturbed simulations when necessary. This is analogous to projected Hessian approximations used in quasi-Newton methods for nonlinear programming. ${ }^{48}$

We introduced the PPT algorithm as being applicable for networks whose structure and kinetics are known with the only uncertainty residing in the kinetic constants and initial
concentrations. However, PPT can be applied in exactly the same way to networks in which we do not known the form of the kinetic equations because we can use lin- $\log ^{49,50}$ or other generalized kinetics ${ }^{51}$ that can give good approximations over a wide range. It may also be possible to extend the approach further problems in which the structure of the biochemical network is uncertain. In this case, we could postulate a 'superstructure' of all possible interactions and allow the algorithm to select the smallest subset that best explains the measured data. To do this exactly would require the solution of a mixed integer linear programming (MILP) problem in step 5 of the general PPT algorithm since it requires binary variables to model the inclusion of each candidate parameter in the fitted model (see Appendix C). However, we could generate approximate solutions using the existing LP-PPT implementation described here. In order to do this the lower bounds on the rate constant for each uncertain reaction would be set to a negligible value; small enough to represent the absence of an interaction (note that we cannot use a lower bound of zero because the LP-PPT algorithm uses the logarithms of these quantities). The algorithm would then start from a nominal point with all rate constants at their minimum values-i.e. the lower extreme of their ranges rather than at intermediate values - and, by increasing parameter values, would introduce the minimal subset of interactions to fit the model to the data. This would necessitate the use of positive values for the $\alpha_{j}$ parameters that penalize the inclusion of each parameter $j$. This approach has some similarities with the recent work of Papadopoulos and Brown ${ }^{52}$ which uses the sum of the parameter deviations as a proximity metric in order to obtain 'sparse' models containing the fewest number of parameters.

A key feature of the LP-PPT algorithm as presented in this paper is that it is deterministic. For a given starting point and a pre-set step length, the algorithm will end up at a unique point in the parameter space after a certain number of iterations. The only circumstances in which different implementations of the algorithm might terminate at different end points would be if there is degeneracy in an LP sub-problem (more than one solution that gives the optimal objective). In this case different LP solvers might make different choices about which solution to select and therefore which direction to step next in the parameter space. For the LP solver this choice is arbitrary since all the predicted solutions are equally good but this will effect the trajectory of the algorithm as a whole is likely to lead to a different end point. One could easily eliminate this arbitrary choice by requiring the algorithm to consider all degenerate LP solutions by performing a simulation at each predicted step in the parameter space. The algorithm would then select the predicted point that gave the best actual objective.

In summary the proximate parameter tuning algorithm is a novel approach for adjusting biochemical models to fit target output values using prior knowledge about the parameter values. The algorithm can use any type of output feature and scales well with the number of output features to be fitted and the number of uncertain parameters to be adjusted. The examples presented demonstrate that the algorithm performs well on a diverse problem set. The approach is deterministic and is therefore complimentary to those based on random sampling or evolutionary algorithms.

## Conclusions

Parameter estimation has been an area of intense activitysometimes more because of its mathematical interest than its immense practical importance. Theoretically rigorous treatments of sensitivity, identifiability etc. are certainly valuable but not if they make the techniques opaque to a large portion of the modeling and experimental community. We believe that the proximate tuning algorithm presented here is a practical approach with the ability to transform the vast array of dormant biochemical knowledge into 'first guess' dynamic models and thus kick start the cycle of model prediction, testing and refinement that will deliver the true potential of systems biology.

## Appendix A: Properties of the LP-PPT algorithm

The linear programming sub-problem of LP-PPT algorithm is given by eqn (7) to (14). Eqn (7) gives the general objective that involves the four terms:

1. The infinity norm of the (absolute value of the logarithmic) parameter deviations
2. The (weighted) 1-norm of the parameter deviations
3. The infinity norm of the (absolute value of the logarithmic) feature errors
4. The (weighted) 1-norm of the feature errors

For all the case studies presented this paper we use only the first and fourth terms above $\alpha_{j}=0 \forall j, \bar{\beta}=0$. We now explore the properties of the solutions to this LP problem. In particular, we use a simple graphical example to show how the relative penalties effect the solution obtained. Finally, we shall prove two results relating to feasible and optimal solutions.

Consider the simplest possible problem with a single parameter and a single output feature. In this case only the 1-norms (i.e. second and fourth terms above) are included in the objective and we therefore ignore the maximum deviation and error variables and the constraints that they appear in (eqn (9)(12)). We have 4 variables representing positive and negative parameter deviations and positive and negative target feature errors respectively. However, we only have a single constraint (eqn (8)) and so there is an optimal solution to the LPsubproblem that lies at an extreme point of feasible region and has only one of these 4 variables as basic (potentially non-zero). The other 3 variables must all be non-basic i.e. at their boundszero valued since there are no upper bounds in this problem so all non-basic variables must be at their lower bounds of zero.

This is illustrated in Fig. 15 which represents the constraints and objective for the simplest possible problem introduced above. For this two dimensional representation we have dropped the $j$ and $p$ subscripts and also the $r$ superscript since we only have one parameter, one feature and are only considering the first iteration. We also amalgamate the positive and negative components of the parameter deviation and the feature error into two free variables that can be positive or negative $\left(\Delta k=\Delta k_{j}^{+r}+\Delta k_{j}^{-r}\right.$ and $\left.\Delta y=\Delta y_{p}^{+r}+\Delta y_{p}^{-r}\right)$.

For the case shown above we have assumed that the right hand side of the constraint is positive-i.e:

$$
c^{\prime}=\gamma \log \left(\frac{y_{p}^{g}}{y_{p}^{r}}\right)>0
$$



Fig. 15 Illustration of optimality conditions for the case of one feature and one parameter with only 1-norms considered in the objective and the upper bound on the parameter deviation not limiting.
and also that the sensitivity $s$ is sufficiently positive to give the optimal solution indicated. However, it is clear that other values of the constraint right hand sides $c^{\prime}$ and the sensitivity $s$ would result different constraints and therefore in different optimal solutions but an optimal solution would always lie at the vertex of the diamond shaped objective contours - i.e. on one axis or anothera basic LP solution. For example, the effect of increasing $\alpha$ - the penalty on the parameter deviation in Fig. 15 - would be to elongate the diamond shaped objective contours until eventually:

$$
s<\frac{\alpha}{\beta}
$$

and the optimal solution would switch to the vertical axis corresponding to zero parameter deiviation at the expense of a non zero feature error. In this case, there is no point changing the parameter from its nominal value because it will be penalised more in the objective than the gain from the reduction in feature error.

Note that if the constraint is parallel to the objective contours-i.e:

$$
\begin{equation*}
s=\frac{\alpha}{\beta} \tag{40}
\end{equation*}
$$

then there are two optimal basic LP solutions and any point on the line connecting them is also an optimal solution; the problem is then said to be degenerate.

Note also that for Fig. 15 we assume that any upper bound on $\Delta k$ is not limiting. If the upper bound is active at the optimal solution we get the situation illustrated in Fig. 16 in which both $\Delta k$ and $\Delta y$ are non-zero but only $\Delta y$ is non-basic since $\Delta k$ is non-basic at its upper bound. As this upper bound is made tighter the optimal solution gets worse (higher).

We can now turn our attention to a slightly more complex case in which we add another parameter to the example above (Fig. 17). This enables us to give a similar geometric representation for the optimal solution for the case when we now penalise the maximum parameter deviation (infinity norm on the parameter deviations) rather than the 1-norm. This is what we actually do for all the case studies presented in this paper.

In this case the feature constraint is a 2-D plane in the 3-D space and an optimal solution to the problem must lie at a


Fig. 16 As for Fig. 15 but with upper bound on parameter deviation now limiting.
vertex of the contour surface (i.e. either $\Delta k_{1}=\Delta k_{2}>0, \Delta y=0$ or $\Delta k_{1}=\Delta k_{2}=0, \Delta y>0$. If there are limiting upper bounds on the parameters then the second case should be replaced by the following: $\Delta k_{1} \in\left\{0, \Delta k_{1}^{\max }\right\} \Delta k_{2} \in\left\{0, \Delta k_{2}^{\max }\right\} \Delta y>0$.

Note that when we map this back into the original variable space in which we track the positive and negative parameter deviations and feature errors we have 5 constraints ( $1 \times$ eqn (8) $+2 \times$ eqn (9) $+2 \times$ eqn (10)) therefore 5 of the variables (including the slack variables in inequalities eqn (9) and eqn (10) must be basic in the optimal solution.

We can also show the effect of penalising the 1-norm on the parameter deviations as well as the infinity norm as illustrated in Fig. 18. The effect of this is to add four more vertices along the $\Delta k$ axes and so now the optimal solution can have a zero valued parameter (e.g. $\Delta k_{2}$ in Fig 18). one feature.


Table 10 Variables and constraints in the LP sub-problem with only infinity norm of parameter deviations and 1-norm of feature errors penalised in the objective function
where:
$m_{\text {exact }}=$ the number of features with zero positive and negative error
$m_{\text {error }}=$ the number of parameters with a non-zero positive or negative error

For any vertex solution we can express the number of basic variables in terms of the above subsets. Table 11 shows how these subsets give rise to basic variables in a vertex solution. It can be seen that the number of basic variables is
$1+2 n_{\text {max }}+3 n_{\text {bound }}+m_{\text {error }}$ but this is equal to the number of constraints so we can write:

$$
\begin{gathered}
1+2 n_{\max }+3 n_{\text {less }}+2 n_{\text {bound }}+m_{\text {error }}=2 n+m= \\
2\left(n_{\text {max }}+n_{\text {less }}+n_{\text {bound }}\right)+m_{\text {exact }}+m_{\text {error }}
\end{gathered}
$$

Which can be simplified to give:

$$
n_{\text {less }}+1=m_{\text {exact }}\left(m_{\text {exact }}>0\right)
$$

The right hand side of the above equation must be greater than or equal to the number of distinct non-zero parameter adjustments not at their upper bound since there is one maximal adjustment and potentially a different adjustment value for each parameter that is adjusted less than this maximal amount. Hence Property 2 follows directly from the above equality. Note that this equality only applies where there is at least one zero feature error otherwise the $\bar{k}^{r}$ variable is non-basic and we should therefore subtract unity from the left hand side to reflect this i.e.:

$$
n_{\text {less }}=0\left(m_{\text {exact }}=0\right)
$$

so in this case there are no non-zero parameter adjustments that are not at their upper bounds.

The example in Fig. 17 illustrates Property 2 since it can be seen that each vertex solution in the horizontal plane only specifies a single distinct parameter adjustment (i.e. the maximal adjustment).
In the implementation of the LP-PPT algorithm used for the examples in this paper we construct an initial feasible basis for each LP sub-problem by making all parameter deviations zero and, depending on the sign of the initial error of each feature, making either the positive or negative feature error variables basic as appropriate. Finally we instantiate each slack variable in eqn (9) and (10) to be basic.

Pivoting in the LP optimization procedure then consists of choosing a parameter deviation variable to enter the basis. This parameter deviation variable may increase up to the maximum value (thereby rendering active the appropriate inequality (eqn (9) or (10) and thus eliminating the corresponding slack variable from the basis). Alternatively, the entering variable may be prevented from increasing up to the maximum value by: the feature error variable becoming zero and leaving the basis; or by another parameter deviation variable being driven to its bound; or else the by same parameter deviation variable as chosen to enter the basis

Table 11 Classes of basic variables for all vertex solutions in the LP sub-problem with only infinity norm of parameter deviations and 1-norm of feature errors penalised in the objective function

| 1 | Maximum parameter deviation variable $\bar{k}^{r}$ <br> $n_{\text {max }}$ |
| :--- | :--- |
| Positive $\left(\Delta k_{j}^{-r}\right)$ or negative $\left(\Delta k_{j}^{+r}\right)$ parameter deviation variables for those variables that are equal to the maximum deviation |  |
| $n_{\text {max }}$ | Slack variables for whichever constraint (eqn (9) or (10)) is inactive for the maximal parameter deviation variables above |
| $n_{\text {less }}$ | Positive $\left(\Delta k_{j}^{-r}\right)$ or negative $\left(\Delta k_{j}^{+r}\right)$ parameter deviation variables for those non-zero variables that are less than the maximum |
| deviation but not at their upper bound |  |

1 immediately leaving the basis corresponding to a simple bound swap for that variable.

The key significance of Property 2 is that each optimal solution is also a basic feasible solution so we know that the
5 final parameter adjustments at the termination of the algorithm also obey this property. The number of distinct parameter adjustments must always be less than the number of features fitted exactly. So, if there are far fewer features than parameters, most of the parameters will be adjusted by the same amount - even if all the features are fitted exactly. In this way the LP-PPT algorithm can be thought of as performing a form of implicit reduction of the dimensionality of the parameter space such that changes of only a few different magnitudes are made.
Finally it should be noted that that the analysis carried out here is limited to the linear programming implementation of the PPT algorithm. However, some of the same principles apply for other implementations and the same graphical interpretation can be applied in order to analyse optimality conditions in these cases as well. If, for example, 2-norms are used in the objective function, it can be shown that the objective contours are hyper-ellispsoids.

## Appendix B: Analytical solution of example 1

Using the following standard result that the differential equation:

$$
\begin{equation*}
\frac{d X}{d t}+X \cdot P(t)=Q(t) \tag{B1}
\end{equation*}
$$

results in

$$
\begin{equation*}
X=e^{-z}\left(\int Q \cdot e^{+z} d t+\text { const }\right) \tag{B2}
\end{equation*}
$$

$$
\text { where }: z=\int P d t
$$

we get the following closed form expression for the variation of the concentration of Species 2 over time:

$$
\begin{equation*}
C^{S 2}(t)=C_{0}^{S 1} \frac{k_{1}}{k_{1}-k_{2}}\left(e^{-k_{2} t}-e^{-k_{1} t}\right) \tag{B3}
\end{equation*}
$$

Differentiating and setting equal to zero to locate the time of the maximum of the above function we get the following expressions for $T^{p k}$ and $Y^{p k}$ :

$$
\begin{equation*}
T^{p k}=\frac{\ln \left(k_{1}\right)-\ln \left(k_{2}\right)}{k_{1}-k_{2}} \tag{B4}
\end{equation*}
$$

$$
\begin{equation*}
Y^{p k}=\left(\frac{k_{2}}{k_{1}}\right)^{\frac{k_{2}}{k_{1}-k_{2}}} \tag{B5}
\end{equation*}
$$

It can be seen that $Y^{p k}$ depends only on the ratio of the rate constants $\left(C_{0}^{s 1}=1 \mu m\right)$. For $Y^{p k}=0.3 \mu m$ we can solve for the ratio in eqn (B3) numerically (e.g. by successive substitution) to get $\frac{k_{2}}{k_{1}}=1.4674$. Substituting back into eqn (B2) yields the analytical solution: $k_{1}=0.01026, k_{2}=0.01505$. The fact that these values are slightly different from the values given in Example 1 is
merely indicative of the error of our quadratic interpolation routine for detecting the time of the peak concentration.

We now continue the analysis to look at the error of the linear approximation used by the LP-PPT algorithm.

We can approximate a general function $F(\mathbf{x})$ by a Taylor expansion around the point $\mathbf{x}=\mathbf{x}^{*}$ :

$$
\begin{align*}
& F(\mathbf{x})=F\left(\mathbf{x}^{*}\right)+\left.\nabla F(\mathbf{x})^{T}\right|_{\mathbf{x}=\mathbf{x}^{*}}\left(\mathbf{x}-\mathbf{x}^{*}\right)+  \tag{10}\\
& \left.\frac{1}{2}\left(\mathbf{x}-\mathbf{x}^{*}\right)^{T} \nabla^{2} F(\mathbf{x})\right|_{\mathbf{x}=\mathbf{x}^{*}}\left(\mathbf{x}-\mathbf{x}^{*}\right)+\ldots \tag{B6}
\end{align*}
$$

Here:

$$
\begin{equation*}
\nabla F(\mathbf{x})=\left[\frac{\partial}{\partial x_{1}} F(\mathbf{x}) \frac{\partial}{\partial x_{2}} F(\mathbf{x}) \ldots \frac{\partial}{\partial x_{n}} F(\mathbf{x})\right]^{T} \tag{B7}
\end{equation*}
$$

is the vector of first order sensitivities and

$$
\nabla^{2} F(\mathbf{x})=\left[\begin{array}{lll}
\frac{\partial^{2}}{\partial x_{1}^{2}} F(\mathbf{x}) & \frac{\partial^{2}}{\partial x_{1} \partial x_{2}} F(\mathbf{x}) & \cdots \frac{\partial^{2}}{\partial x_{1} \partial x_{n}} F(\mathbf{x})  \tag{B8}\\
\frac{\partial^{2}}{\partial x_{2} \partial x_{1}} F(\mathbf{x}) & \frac{\partial^{2}}{\partial x_{2}^{2}} F(\mathbf{x}) & \cdots \frac{\partial^{2}}{\partial x_{2} \partial x_{n}} F(\mathbf{x}) \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\frac{\partial^{2}}{\partial x_{n} \partial x_{1}} F(\mathbf{x}) & \frac{\partial^{2}}{\partial x_{n} \partial x_{2}} F(\mathbf{x}) & \cdots \frac{\partial^{2}}{\partial x_{n}^{2}} F(\mathbf{x})
\end{array}\right]
$$

$$
\begin{gather*}
\hat{T}^{p k}=\ln \left(\frac{\hat{k}_{1}-\hat{k}_{2}}{e^{\hat{k}_{1}}-e^{\hat{k}_{2}}}\right)  \tag{B10}\\
\hat{Y}^{p k}=-\frac{e^{\hat{k}_{2}}}{e^{\hat{k}_{1}}-e^{\hat{k}_{2}}}\left(\hat{k}_{1}-\hat{k}_{2}\right)=e^{\hat{T}^{p k}} e^{\hat{k}_{2}} \tag{B9}
\end{gather*}
$$

where:

$$
\hat{Y}^{p k}=\ln \left(T^{p k}\right) ; \hat{T}^{p k}=\ln \left(T^{p k}\right) ; \hat{k}_{1}=\ln \left(k_{1}\right) ; \hat{k}_{2}=\ln \left(k_{2}\right)
$$

Below we differentiate eqn (B9) and eqn (B10) once to give $\nabla \hat{T}^{p k}$ and $\nabla \hat{Y}^{p k}$; then a second time to give $\nabla^{2} \hat{T}^{p k}$ and $\nabla^{2} \hat{Y}^{p k}$. We then show how the second order error varies as the algorithm proceeds.

Differentiation of eqn (B4) and eqn (B5) yields the gradient vectors of the logarithmically transformed variables which are the scaled sensitivities of the original features with respect to the parameters:
is the matrix of second order sensitivities.
For Example 1 we derive analytical expressions for the above quantities for the two output features. For convenience we can write (B4) and (B5) above in terms of logarithmic transformed variables

$$
\begin{aligned}
& \nabla \hat{T}^{p k}=\left[\frac{\partial \hat{T}^{p k}}{\partial \hat{k}_{1}} \frac{\partial \hat{T}^{p k}}{\partial \hat{k}_{2}}\right]^{T}= \\
& {\left[\left(\frac{1}{\hat{k}_{1}-\hat{k}_{2}}-\frac{e^{\hat{k}_{1}}}{e^{\hat{k}_{1}}-e^{\hat{k}_{2}}}\right)\left(\frac{-1}{\hat{k}_{1}-\hat{k}_{2}}+\frac{e^{\hat{k}_{2}}}{e^{\hat{k}_{1}}-e^{\hat{k}_{2}}}\right)\right]^{T}}
\end{aligned}
$$

$$
\begin{align*}
& \nabla^{2} \hat{Y}^{p k}=\left[\begin{array}{cc}
\frac{\partial^{2} \hat{\boldsymbol{Y}}^{p k}}{\partial \hat{k}_{1}^{2}} & \frac{\partial^{2} \hat{\boldsymbol{Y}}^{p k}}{\partial \hat{k}_{2} \partial \hat{k}_{1}} \\
\frac{\partial^{2} \hat{\boldsymbol{Y}}^{p k}}{\partial \hat{k}_{1} \partial \hat{k}_{2}} \frac{\partial^{2} \hat{Y}^{p k}}{\partial \hat{k}_{2}^{2}}
\end{array}\right]=  \tag{B14}\\
& -e^{\hat{T}^{p k}} e^{\hat{k}_{2}} \\
& {\left[\begin{array}{cc}
\left.\left(\frac{\partial \boldsymbol{T}^{p k}}{\partial \hat{k}_{1}}\right)^{2}+\frac{\partial^{2} \hat{T}^{p k}}{\partial \hat{k}_{1}^{2}}\right) & \left(\left(\frac{\partial \hat{T}^{p k}}{\partial \hat{k}_{1}}\right)\left(\frac{\partial \hat{T}^{p k}}{\partial \hat{k}_{2}}+1\right)+\frac{\partial^{2} \hat{T}^{p k}}{\partial \hat{k}_{1} \partial \hat{k}_{2}}\right) \\
\left(\left(\frac{\partial \hat{T}^{p k}}{\partial \hat{k}_{1}}\right)\left(\frac{\partial \hat{T}^{p k}}{\partial \hat{k}_{2}}+1\right)+\frac{\partial^{2} \hat{T}^{p k}}{\partial \hat{k}_{1} \partial \hat{\mathbf{k}}_{2}}\right) & \left(\left(\frac{\partial \hat{T}^{p k}}{\partial \hat{\mathbf{k}}_{2}}+1\right)^{2}+\frac{\partial^{2} \hat{T}^{p k}}{\partial \hat{\mathbf{k}}_{2}^{2}}\right)
\end{array}\right]}
\end{align*}
$$

Table 12 gives the analytically calculated derivatives at the nominal point. The first derivatives are equivalent to the numerically calculated sensitivities that are used to calculate the first step in the parameter space $(\Delta(\Delta k)$ is the change in the parameter deviation). Because the LP-PPT sub-problem only uses first order information, there will be an error between the predicted outputs/objective and the actual outputs/objective.

Table 13 shows that the second order term of the Taylor expansion helps to reduce the error between the predicted first order change and the actual change-but only by $50 \%$ or less. So, certainly for this example, use of QP-PPT (which incorporates a second order approximation-see Appendix C) would require considerably more computational effort for very limited payback in terms of reducing the number of iterations for convergence.

## Appendix C: alternative PPT algorithms QP-PPT and MILP-PPT

## QP-PPT

The LP-PPT presented in the main body of this paper is just one implementation of the general algorithm using, as it does, a linear approximation of the dependence of the output features on the parameters for the optimization sub-problem (Step 5). If it is necessary to improve the accuracy of the subproblem we could move to a second order approximation that takes some account of the curvature (i.e. variation in the gradients/sensitivities) and also the interactions between parameters. This is achieved by solving a quadratically constrained quadratic programming ( QP ) problem in Step 5 as part of a QP-PPT algorithm. The other benefit of using a QP is that the we can directly penalize the Euclidean distance from the nominal point thereby facilitating an exact representation of the probability of a given solution in the parameter space for normally distributed parameters.
The mathematical formulation of the optimisation subproblem used in QP-PPT is best explained in terms of secondorder Taylor approximations for each output feature.

Consider a point in the parameter space $\left(\Delta k_{1}^{*}, \Delta k_{2}^{*}, \ldots, \Delta k_{m}^{*}\right)$ as referenced as a deviation from the nominal point. We can use first and second order derivatives to approximate the logarithm value $\hat{y}_{p}$ of each output feature in the neighbourhood of that point.

$$
\begin{align*}
& \hat{y}_{p}\left(\Delta k_{1}, \Delta k_{2}, \ldots, \Delta k_{m}\right)=\hat{y}_{p}\left(\Delta k_{1}^{*}, \Delta k_{2}^{*}, \ldots, \Delta k_{m}^{*}\right)+ \\
& \sum_{j} \frac{\partial \hat{y}_{p}}{\partial \Delta k_{j}}\left(\Delta k_{j}-\Delta k_{j}^{*}\right)+  \tag{C1}\\
& \frac{1}{2} \sum_{j} \sum_{i} \frac{\partial^{2} \hat{y}_{p}}{\partial \Delta k_{j} \partial \Delta k_{i}}\left(\Delta k_{j}-\Delta k_{j}^{*}\right)\left(\Delta k_{i}-\Delta k_{i}^{*}\right)
\end{align*}
$$

Table 12 Feature value errors and derivatives for first step in parameter space: $\Delta(\Delta k)=\left(\left(\Delta k_{j}^{+r}-\Delta k_{j}^{-r}\right)-\left(\Delta k_{j}^{+r-1}-\Delta k_{j}^{-r-1}\right)\right)$

| $\log \left(\frac{80}{T^{p k}}\right)$ | $\log \left(\frac{0.3}{Y^{p k}}\right)$ | $\Delta(\Delta k)$ | $\nabla \hat{T}^{p k}$ | $\nabla \hat{Y}^{p k}$ | $\nabla^{2} \hat{T}^{p k}$ | $\nabla^{2} \hat{Y}^{p k}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.495 | -0.412 | $\left[\begin{array}{c}-1.000 \\ 0.429\end{array}\right]$ | $\left[\begin{array}{l}-0.677 \\ -0.323\end{array}\right]$ | $\left[\begin{array}{c}0.173 \\ -0.173\end{array}\right]$ | $\left[\begin{array}{cc}-0.065 & 0.065 \\ 0.065 & -0.065\end{array}\right]$ | $\left[\begin{array}{cc}-0.101 & 0.101 \\ 0.101 & -0.101\end{array}\right]$ |

Table 13 Total error of first order predicted objective change in feature values as compared with the additional predicted second order change

| $\log \left(\frac{80}{T^{p k}}\right)$ | Predicted change <br> $(1$ st order $) \nabla \hat{T}^{p k} T \Delta(\Delta k)$ | 2nd order correction <br> $\frac{1}{2} \Delta(\Delta k)^{T} \nabla^{2} \hat{T}^{p k} \Delta(\Delta k)$ | Actual <br> Change | $\log \left(\frac{0.3}{Y^{p k}}\right)$ | Predicted change <br> $(1$ st order $) \nabla \hat{Y}^{p k} T \Delta(\Delta k)$ | 2nd order correction <br> $\frac{1}{2} \Delta(\Delta k)^{T} \nabla^{2} \hat{Y}^{p k} \Delta(\Delta k)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.495 | 0.494 | -0.067 | 0.359 | -0.412 | -0.247 | -0.103 |
| 0.132 | 0.132 | -0.002 | 0.124 | 0.160 | 0.160 | -0.004 |
| 0.008 | 0.008 | $-1.4 \mathrm{e}^{-5}$ | 0.008 | 0.011 | 0.011 | $-2.9 \mathrm{e}^{-5}$ |



Where $\Delta k_{j}\left(=\Delta k_{j}^{+}-\Delta k_{j}^{-}\right)$is the total parameter deviation from the nominal point-i.e. the sum of the positive and negative components used in LP-PPT, but we do not need to split these variables into their positive and negative parts for QP-PPT. So
5 these are now free variables that can be positive or negative. The key constraint (eqn (8)) in LP-PPT ignores the last term in the eqn (C1) above and is therefore based on a linear approximation. Comparing the above equation to eqn 8 we can recognize the following:
$\Delta k_{j}^{*}=\Delta k_{j}^{+r-1}-\Delta k_{j}^{-r-1}$ - the parameter deviations from the previous iteration;
$\Delta k_{j}=\Delta k_{j}^{+r}-\Delta k_{j}^{-r}$ - the new parameter deviations to be calculated in the current iteration;

$$
\begin{aligned}
& \frac{\partial \hat{y}_{p}}{\partial \Delta k_{j}}=s_{p, j}^{r-1} \text { - the first order sensitivity coefficient; } \\
& \hat{y}_{p}\left(\Delta k_{1}^{*}, \Delta k_{2}^{*}, \ldots, \Delta k_{m}^{*}\right)=\log \left(\left(y_{p}^{r-1}\right)\right. \text { - the current feature value; } \\
& \hat{y}_{p}\left(\Delta k_{1}, \Delta k_{2}, \ldots, \Delta k_{m}\right)=\log \left(y_{\mathrm{p}}^{g}\right) \text { the target feature value. }
\end{aligned}
$$

The only other variables that need to be introduced to convert the above into eqn (8) are the target error variables reflect that fact that, in general, we are trying to match multiple features and are therefore unlikely to be able to match all of them exactly. As for the parameter deviation variables, we do not need to keep track of the positive and negative target errors individually in QP-PPT.

Based on the above discussion we can write down the mathematical formulation of QP-PPT in which the last term in eqn $(\mathrm{C} 1)$ is retained to give a second order approximation. Since we have introduced bilinear terms into the constraints, we can also (without increasing problem difficulty) introduce similar terms into the objective function in order to penalize the Euclidean distance of the parameter deviation and the sum-of-square target errors to give a maximum likelihood solution. Minimise:

$$
\begin{equation*}
Z=\sum_{j} \hat{\alpha}_{j}\left(\Delta k_{j}^{r}\right)^{2}+\sum_{p} \hat{\beta}_{p}\left(\Delta y_{p}^{r}\right)^{2} \tag{C2}
\end{equation*}
$$

Subject to:

$$
\begin{align*}
& \sum_{j}\left(\Delta k_{j}^{r}-\Delta k_{j}^{r-1}\right) s_{p, j}^{r-1}+ \\
& \frac{1}{2} \sum_{j} \sum_{i}\left(\Delta k_{j}^{r}-\Delta k_{j}^{r-1}\right)\left(\Delta k_{i}^{r}-\Delta k_{i}^{r-1}\right) \hat{s}_{p, j, i}^{r-1} \tag{C3}
\end{align*}
$$

$$
=\gamma \log \left(\frac{y_{p}^{g}}{y_{p}^{r-1}}\right)+\Delta y_{p}^{r} \forall p
$$

$$
\begin{equation*}
\Delta k_{j}^{r} \leq \log \left(\frac{k_{j}^{\max }}{k_{j}^{0}}\right) \forall j \tag{C4}
\end{equation*}
$$

$$
\begin{equation*}
\Delta k_{j}^{r} \leq-\log \left(\frac{k_{j}^{\min }}{k_{j}^{0}}\right) \forall j \tag{C5}
\end{equation*}
$$

The first and second order derivatives (sensitivity coefficients) can be calculated numerically by using central difference approximations for a small perturbation $\varepsilon$ as follows:

$$
\begin{gather*}
s_{p, j}^{r}=\frac{\hat{y}_{p}\left(\hat{\theta}_{j}^{+}\right)-\hat{y}_{p}\left(\hat{\theta}_{j}^{-}\right)}{2 \varepsilon}  \tag{C6}\\
s_{p, j, j}^{r}=\frac{\hat{y}_{p}\left(\hat{\theta}_{j}^{+}\right)-2 \hat{y}_{p}\left(\hat{\theta}_{j}\right)+\hat{y}_{p}\left(\hat{\theta}_{j}^{-}\right)}{\varepsilon^{2}}  \tag{C7}\\
s_{p, i, j}^{r}=\frac{\hat{y}_{p}\left(\hat{( }_{i j}^{++}\right)-\hat{y}_{p}\left(\hat{\theta}_{i j}^{-+}\right)-\hat{y}_{p}\left(\hat{\theta}_{i j}^{+-}\right)+\hat{y}_{p}\left(\hat{\theta}_{i j}^{--}\right)}{4 \varepsilon^{2}} \tag{C8}
\end{gather*}
$$

where:

$$
\begin{aligned}
& \hat{\theta}_{j}=\ln \left(\theta_{j}\right)=\left(\ln \left(k_{1}^{r}\right), \ln \left(k_{1}^{r}\right), \ldots, \ln \left(k_{j}^{r}\right), \ldots, \ln \left(k_{m-1}^{r}\right), \ln \left(k_{m}^{r}\right)\right) \\
& =\left(\hat{k}_{1}^{r}, \hat{k}_{2}^{r}, \ldots, \hat{k}_{j}^{r}, \ldots, \hat{k}_{m-1}^{r}, \hat{k}_{m}^{r}\right) \\
& \hat{\theta}_{j}^{+}=\left(\hat{k}_{1}^{r}, \hat{k}_{2}^{r}, \ldots, \hat{k}_{j}^{r}+\varepsilon, \ldots, \hat{k}_{m-1}^{r}, \hat{k}_{m}^{r}\right) \\
& \hat{\theta}_{j}^{-}=\left(\hat{k}_{1}^{r}, \hat{k}_{2}^{r}, \ldots, \hat{k}_{j}^{r}-\varepsilon, \ldots, \hat{k}_{m-1}^{r}, \hat{k}_{m}^{r}\right) \\
& \hat{\theta}_{i j}^{++}=\left(\hat{k}_{1}^{r}, \hat{k}_{2}^{r}, \ldots, \hat{k}_{i}^{r}+\varepsilon, \ldots, \hat{k}_{j}^{r}+\varepsilon, \ldots, \hat{k}_{m-1}^{r}, \hat{k}_{m}^{r}\right) \\
& \hat{\theta}_{i j}^{-+}=\left(\hat{k}_{1}^{r}, \hat{k}_{2}^{r}, \ldots, \hat{k}_{i}^{r}-\varepsilon, \ldots, \hat{k}_{j}^{r}+\varepsilon, \ldots, \hat{k}_{m-1}^{r}, \hat{k}_{m}^{r}\right) \\
& \hat{\theta}_{i j}^{+-}=\left(\hat{k}_{1}^{r}, \hat{k}_{2}^{r}, \ldots, \hat{k}_{i}^{r}+\varepsilon, \ldots, \hat{k}_{j}^{r}-\varepsilon, \ldots, \hat{k}_{m-1}^{r}, \hat{k}_{m}^{r}\right) \\
& \hat{\theta}_{i j}^{--}=\left(\hat{k}_{1}^{r}, \hat{k}_{2}^{r}, \ldots, \hat{k}_{i}^{r}-\varepsilon, \ldots, \hat{k}_{j}^{r}-\varepsilon, \ldots, \hat{k}_{m-1}^{r}, \hat{k}_{m}^{r}\right)
\end{aligned}
$$

The QP-PPT formulation is more computationally demanding than the LP-PPT formulation in two ways. Firstly, it requires the calculation of the second order sensitivity coefficients which requires $2 n(n+1)$ separate numerical simulations (where $n$ is the number of parameters) rather than $2 n$ for the first order sensitivity coefficients. Secondly, the quadratically constrained optimization problem is inherently more difficult to solve than its linear counterpart. However, efficient techniques exist for solving these problems to optimality ${ }^{53}$ making the QP-PPT algorithm perfectly tractable in principle.

## MILP-PPT

When adjusting parameter values to fit the model to the data it may be desirable to adjust a parameter only if this makes a significant impact in order to keep as many of the insensitive parameters at their original nominal values. In order to do this we need to introduce binary variables as follows:
$z_{\mathrm{j}}^{\mathrm{r}}=1$ if parameter $j$ is adjusted away from its nominal value after iteration $r$,
$z_{\mathrm{j}}^{\mathrm{r}}=0$ if parameter $j$ remains at its nominal value after iteration $r$.

We use these variables in the following constraints that force them to take the value of unity if either there is either a positive or negative logarithmic deviation of a parameter from its nominal value.

$$
\begin{equation*}
\Delta k_{j}^{+r} \leq z_{j}^{r} \log \left(\frac{k_{j}^{\max }}{k_{j}^{0}}\right) \forall j \tag{C9}
\end{equation*}
$$

$$
\begin{equation*}
\Delta k_{j}^{-r} \leq-z_{j}^{r} \log \left(\frac{k_{j}^{\min }}{k_{j}^{0}}\right) \forall j \tag{C10}
\end{equation*}
$$

Note that these constraints force the parameter deviation to be zero unless the corresponding binary variable is unity. They replace the bounding constraints (eqn (13) and eqn (14)) of the original LP-PPT formulation. The introduction of the binary variables allow us to include a fixed cost $\alpha_{j}^{\prime}$ penalizing the adjustment of parameter $j$ (whatever its magnitude) into the objective function:

The full MILP-PPT formulation is made up of constraints eqn (C9)-(C11) above as well as constraints eqn (8)-(12) from the original LP-PPT formulation.

$$
\begin{align*}
& Z=\bar{\alpha} \bar{k}^{r}+\sum_{j} \alpha_{j}\left(\Delta k_{j}^{+r}+\Delta k_{j}^{-r}\right)+\sum_{j} \alpha_{j}^{\prime} z_{j}^{r}+ \\
& +\bar{\beta} \bar{y}^{r}+\sum_{p} \beta_{p}\left(\Delta y_{p}^{+r}+\Delta y_{p}^{-r}\right) \tag{C11}
\end{align*}
$$

Like QP-PPT the optimization subproblem in MILP-PPT is computationally more demanding than LP-PPT but, again, efficient algorithms exist such as those using branch-andbound search.

The two formulations presented in this Appendix are but two examples to illustrate the flexibility of the PPT approach for incorporating better approximations or different objectives in the estimation process. Several other possibilities exist and, indeed, the two formulations described above could be combined to give a second order approximation that also incorporates fixed penalties (MIQP-PPT).
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